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Abstract: This paper investigates the changes in sensory neural activity during exoskeleton control.
Exoskeletons are becoming reliable tools for neurorehabilitation, as recent studies have shown
that their use enhances neural plasticity. However, the specific neural correlates associated with
exoskeleton control have not yet been described in detail. Therefore, in this pilot study, our aim
was to investigate the effects of different pavement textures on the neural signals of participants
(n = 5) while controlling a lower limb ExoAtlet®-powered exoskeleton. Subjects were instructed to
walk on various types of pavements, including a flat surface, carpet, foam, and rubber circles, both
with and without the exoskeleton. This setup resulted in eight different experimental conditions for
classification (i.e., Exoskeleton/No Exoskeleton in one of four different pavements). Four-minute
Electroencephalography (EEG) signals were recorded in each condition: (i) the power of the signals
was compared for electrodes C3 and C4 across different conditions (Exoskeleton/No Exoskeleton on
different pavements), and (ii) the signals were classified using four models: the linear support vector
machine (L-SVM), the K-nearest neighbor algorithm (KNN), linear discriminant analysis (LDA), and
the artificial neural network (ANN). the results of power analysis showed increases and decreases in
power within the delta frequency bands in electrodes C3 and C4 across the various conditions. The
results of comparison between classifiers revealed that LDA exhibited the highest performance with
an accuracy of 85.71%. These findings support the notion that the sensory processing of pavement
textures during exoskeleton control is associated with changes in the delta band of the C3 and C4
electrodes. From the results, it is concluded that the use of classifiers, such as LDA, allow for a better
offline classification of different textures in EEG signals, with and without exoskeleton control, than
the analysis of power in different frequency bands.

Keywords: electroencephalography; exoskeleton; pavement texture; processing; classification

1. Introduction

Powered exoskeletons are becoming widely spread and reliable tools in the field of
neurorehabilitation for spinal cord injuries, with multiple studies highlighting the beneficial
neural plastic effects potentiated through their use. Previous studies have demonstrated
that neurorehabilitation protocols combining motor-imagery-based brain–machine interfaces
(BMIs) for exoskeleton control have led to significant neurological improvements [1–3].
Specifically, the combination of tactile feedback with motor imagery is becoming more
common, thereby emphasizing the relevance of tactile processing for neurorehabilitation.

Currently, the utilization of an exoskeleton (refer to Figure 1) is often associated with
the use of bulky equipment, which often necessitates close contact between the exoskeleton
and the soles of the feet. This contact is achieved through artificial soles that provide
support to the lower limbs. However, the presence of an additional component between
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the foot sole and the ground has the potential to interfere with the processing of the so-
matosensory information related to textures. Therefore, BMIs that integrate exoskeletons
and somatosensory processing can offer numerous advantages, but the use of exoskele-
tons can have two potential effects: (i) they may reduce the number of somatosensory
signals transmitted to the spinal cord, and (ii) they may introduce additional changes to
the dynamics of somatosensory processing. Both of these effects have the potential to
alter the performance of BMIs. Considering the possibility of diminished differences in
somatosensory neural activity due to the aforementioned factors, it is important to evaluate
the following: (a) the general patterns of neural activity associated with exoskeleton use
and (b) the performance of common classifiers decoding the neural activity of individuals
controlling an exoskeleton when encountering different textured pavements.
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Figure 1. Workflow diagram. The study included four different aspects: behavioral testing in
experimental conditions, the recording of EEG signals, feature extraction, and classification. Subjects
were tested in four different pavements (flat, carpet, foam and rubber circles) with and without
the exoskeleton. To simulate the frequency and sound of the Exoskeleton condition, during the No
Exoskeleton condition, the subjects’ movements were reproduced by an external operator controlling
an empty exoskeleton.

Neural correlates of tactile sensory processing have been extensively studied using
electroencephalography [4–7], but there has been a growing interest in complementing
the study of neural signals with the use of classifiers [8–15]. Some of the most popular
classifiers for neural decoding include the linear support vector machine (L-SVM), the
K-nearest neighbor algorithm (KNN), linear discriminant analysis (LDA), and the artificial
neural network (ANN) [12–14].

The SVM creates a separation hyperplane to separate the two different input classes
into the appropriate category. The data points nearest to the hyperplane are designated
by support vectors, and the classification process is based on the mapping of the new
input data point. This model evaluates on which side of the hyperplane the new value is
located, which it then attributes to the corresponding class according to nearest support
vector. This algorithm possesses lower computational complexity when compared with
other supervised algorithms, such as the ANN and KNN [15–17].

The KNN is a nonparametric supervised algorithm that classifies different objects
based on their K-closest neighbors. Therefore, for a new data point, this model determines
the class by calculating the majority of the neighbours class labels. The letter “K” identifies
the number of chosen neighbours, and, consequently, the selected value plays an important
part in the model’s performance [15–17].

LDA is classified as a linear technique that uses, as with the SVM model, a hyperplane
to separate the different classes and to classify the input data values. The main goal of this
model is to reduce the input value space while maximizing the separation between classes
in the data. This classifier has a low computational cost [15–17].
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ANN models are inspired by the functioning of the human brain, more specifically, by
how the neurons communicate between them. The basic unit of the ANN is the artificial
neuron, which is also designated as the perceptron (neural network unit). The basic
functioning of these units consists of input values that are multiplied by a specific weight.
Afterwards, these values are summed, and this weighted sum is then passed to an activation
function that controls the output, since it is responsible for concluding if the weighted sum
value is smaller or bigger than the threshold value [15–17].

Several other types of classifiers based in tensor methods, deep learning, and Rieman-
nian geometry are now gaining importance due to their ability to be used with smaller
training data sets, their higher signal-to-noise ratios, and their capability for transfer
learning [14,15].

In this study, we conducted a preliminary investigation to address the following
questions: (1) whether there were clearly discernible patterns of neural activity recorded
from electrodes at the C3 and C4 positions when subjects wore an exoskeleton, (2) whether
neural activity exhibited variations when subjects walked on different textured surfaces,
and (3) how four commonly used classifiers (SVM, KNN, LDA, and ANN) performed in
the classification of exoskeleton use (i.e., Exoskeleton/No Exoskeleton) on four distinct
types of pavements (flat surface, carpet, foam, and rubber circles).

We formulated the following hypotheses for this study: Hypothesis (1) proposed
that the use of an exoskeleton would lead to changes in the power of specific frequency
bands, as it has been demonstrated that exoskeleton control can interfere with other brain
functions [18,19]. Hypothesis (2) proposed that stepping on less stable textures, which
require greater stability during walking, would result in an increase in the central (C3,
C4) alpha and theta frequency bands [20]. These frequency bands are typically associated
with tasks involving the vestibular system. Lastly, Hypothesis (3) proposed that all four
classifiers would demonstrate the ability to classify the eight-class problem (with/without
Exoskeleton for all four pavements) above a chance level based solely on neural activity.

To gather preliminary evidence for these hypotheses, we conducted experiments
that involved five subjects. The subjects performed walking tasks with and without an
exoskeleton on four different textured pavements: flat (representing regular ground), carpet,
foam, and rubber circles (refer to Figure 1). During the experiments, the subjects’ neural
activity was recorded using an electroencephalogram (EEG). When the subjects were not
using the exoskeleton, a member of the research team (referred to as exoskeleton operator)
replicated the subjects’ movements with the exoskeleton. This was done by holding the
exoskeleton near the subject, ensuring that the frequency and sounds associated with the
exoskeleton’s movements remained similar between the measurements with and without
the exoskeleton. (see Figure 1; also see Materials and Methodsbelow).

The developed work provides information on the neurophysiological basis of tactile
processing during exoskeleton control. Additionally, this study also offers relevant data
for the development of tactile-sensation-based BMI systems that aim to provide sensory
feedback to their users.

The document is organized into five different chapters. The current Section 1 intends
to describe the significance of this work and its relevance to the scientific community.
Section 2 describes the methods used in this work in order to acquire, process, and classify
the biosignal. In the following Section 3, the obtained results are accessed and Section 4
and the results are discussed while taking into account the main goal of this work. The
Section 5 presents the conclusions that can be drawn from the developed study.

2. Materials and Methods

In this section, a description of the participants’ recruitment process, used materials,
and experimental activity is given. Additionally, this section also describes the methods
applied in the preprocessing, pilot analysis, wavelet decomposition, feature extraction,
and classification steps.



Appl. Sci. 2023, 13, 9356 4 of 17

2.1. Experimental Procedure

The initial stage of the experimental protocol involved adjusting the ExoAtlet based on
the volunteer’s anatomical measurements by following the method previously described
for this specific exoskeleton [19]. Once the device was properly adjusted, the participant
donned the exoskeleton and then transitioned from a sitting position to standing up.
During this stage of the experiment, the primary focus was to ensure the volunteer’s
comfort. To achieve this, simple tests, such as walking in place and taking a few steps, were
performed. These tests aimed to identify and address any potential discomfort experienced
by the participants, thus allowing for prompt resolution of any issues. Additionally, this
approach facilitated the gradual acclimation of participants to the weight and movements
of the exoskeleton.

Once the participant expressed confidence with the robotic device, the EEG cap and
electrodes were positioned on the subject. Then subjects were tested in eight different
conditions (Exoskeleton/No Exoskeleton on four different pavement textures).

A counterbalanced design was employed (see Table A1 in Appendix A.1), thus en-
suring that the order of texture presentation was altered for each subject. Three subjects
began with the exoskeleton and were tested on the four different pavements, followed
by testing without the exoskeleton. The remaining two subjects were initially tested on
the four different pavements without the exoskeleton and were subsequently tested with
the exoskeleton.

Participants

The present study was approved by the committee of the Catholic University of Portugal
in Porto (Committee for Health Sciences of the Universidade Católica Portuguesa—99/2022).
All participants included in this study agreed that their image could be used. A total of five
subjects (N = 5, all female, Age = 25.6 ± 9.9, Mean ± STD, Min = 19, Max = 43) voluntarily
participated in the study. All participants signed an informed consent at least 24 h after the
experimental procedure was explained in detail.

The recruited subjects for this study were healthy individuals who did not have
any motor impairments. They were capable of wearing and supporting the weight of
exoskeleton. Additionally, they met the height and weight specifications provided by
the manufacturer, thereby ensuring that they fulfilled all the necessary requirements for
participation in this study.

The inclusion and exclusion criteria are detailed in Table 1.

Table 1. Recruitment inclusion and exclusion guidelines.

Inclusion Criteria (IC) Description

IC1 Height: 1.50–1.90 m; weight: 49–102 kg
IC2 Able to naturally perform the experimental movements
IC3 Able to support the exoskeleton’s weight without pain

Exclusion Criteria (EC) Description

EC1 Individuals under 18 years old
EC2 Individuals with physical impairments

2.2. Signal Acquisition

EEG recordings were made using a 16-electrode setup with signals recorded at 500 Hz
(V-Amp, actiCAP; Brain Products GmbH, Gilching, Germany) using the Brain Vision
Recorder (version 2.1.0, Brain Products, Gilching, Germany). Signals were later processed
using the EEGLab toolbox in MATLAB (Mathworks, 2018b, Natick, MA, USA) [21].
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2.2.1. Materials

In order to study the neural correlates of pavement textures, this study used a set
of four distinct pavements. The selected surfaces were flat, carpet, foam, and rubber
circles, Figure 1.

The neural activity generated from the textured surfaces was recorded by a 16-channel
EEG cap (actiCAP by Brain Products). The setup was composed of the recording system
(electrodes, cap, V-Amp 16, and ImpBox), the syringe, and the electrolyte gel.

Finally, in order to analyze the four different conditions (i.e., the textured pavements)
during the Exo condition—i.e., exoskeleton control—subjects used the ExoAtlet I® exoskele-
ton (Figure 1). Meanwhile, during the No Exo condition, subjects used shoes similar to the
ones used in the exoskeleton condition.

2.2.2. EEG Recordings

The EEG measurements were recorded at a sampling rate of 500 Hz and according to
the 10–20 system using 16 electrodes positioned on the subject’s scalp. Prior to the signal
recording, each electrode’s impedance value was measured and kept below 50.0 kΩ.

During the recordings of the control experimental condition (i.e., without the exoskele-
ton), a member of the research team operated the exoskeleton to guide and mimic the
subjects’ steps. Before each step, the exoskeleton emitted an auditory stimulus, thereby
indicating the initiation of the next step. This enabled the subject (who was not wearing the
exoskeleton) to maintain the appropriate stepping frequency while reproducing the sounds
that were present when the subject wore the exoskeleton. This procedure ensured that
the number of steps taken was comparable to the conditions when subjects were wearing
the exoskeleton.

2.3. Preprocessing

A total of 40 EEG datasets were recorded, with 38 datasets being preprocessed and an-
alyzed (2 files were removed due to noise in signal). Two zero-phase Hamming-windowed
sinc finite impulse response (FIR) filters were applied to the raw files separately: first, a
high-pass FIR filter at 1 Hz (lower edge frequency) was applied, then a low-pass FIR filter
at 50 Hz (higher edge frequency) [22,23] was applied. After this, to remove line noise,
Thomas F-statistics implemented in the CleanLine EEGLAB plugin (CleanLine, v.1.04) were
also applied to the signal to attenuate the 50 Hz electrical interference noise [24–26].

Due to flat and noisy data, channels from one experimental subject (S1) were interpo-
lated across all four pavements (control condition—electrode O1; exoskeleton condition—
electrodes O1 and O2). Afterwards, data was rereferenced to the average value of all
16 channels. Lastly, in order to reject signal artifacts, EEG data were subjected to an inde-
pendent component analysis (ICA) to reject eye and muscle movement, heart pulse, line
noise, and channel noise. A high-pass filter of 1 Hz was previously applied due to ICA [27].

A pilot analysis of power spectral density (PSD) was conducted for the different
conditions while considering various frequency bands (delta—0.5–4 Hz; theta—4–8 Hz;
alpha—8–16 Hz; beta—16–32 Hz; and gamma—32–50 Hz). The Welch’s method was
employed for this analysis. Our focus was primarily on electrodes C3 and C4, as these are
the electrodes most likely to be relevant for the present study [4,28]. Note that only a small
number of subjects were studied and, therefore, no statistical tests were performed.

2.4. DWT Decomposition

To extract the features from each EEG data segment, a discrete wavelet transform
(DWT) was used [29]. A Daubechies wavelet of order 4 (db4) was selected as the mother
wavelet for this study due to its smoothing feature being suitable for the analysis of EEG
signals [23,29–32].

When analyzing Table 2, the decomposition into the subbands corresponds to the D3,
D4, D5, D6, and A6 coefficients, which represent, accordingly, gamma, beta, alpha, theta,
and delta, respectively.
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Table 2. Discrete wavelet transform signal information.

Wavelet Coefficient Frequency (Hz) EEG Band

D1 125-250 Noise
D2 64–125 Noise
D3 32–64 Gamma
D4 16–32 Beta
D5 8–16 Alpha
D6 4–8 Theta
A6 0.5–4 Delta

2.5. Feature Extraction

After signal decomposition, eight features were extracted. These features encompassed
seven statistical measures, including maximum and minimum values, mean, median, stan-
dard deviation (STD), variance, and root mean square (RMS). Additionally, one nonlinear
entropy-based feature was included, specifically, the Shannon entropy (SE) [29–31].

2.6. Classification

Machine-learning (ML) models were then used to study neural signals associated
with each pavement texture with or without the use of the exoskeleton. Four different ML
models were tested: ANN, KNN, SVM, and LDA [23,29–32].

The selected classifiers were applied to an eight-class classification problem (all ex-
perimental conditions). The selected ML algorithms were implemented in MATLAB in
addition to the classification learner from the statistics and machine-learning toolbox [33]
and the neural net pattern recognition from the deep learning toolbox [34]. For SVM, KNN,
and LDA models, the dataset was randomly divided into 70% training and 30% testing,
and a 5-fold cross validation was performed [23,35].

In this work, k value of the KNN algorithm was equal to 10. Regarding the ANN
model, the original dataset was randomly divided into 75% training, 15% validation, and
15% testing [29]. In terms of architecture, the neural network was a feed-forward network
with two hidden layers, and each hidden layer possessed 10 sigmoid hidden neurons and
softmax output neurons [29,36] (see Figure 2). To train the network, the conjugate gradient
backpropagation algorithm was utilized.

Figure 2. Neural network architecture for eight-class problem.

Classifiers were analyzed, and their effectiveness was compared. Each model was tested
only once, thus meaning that a single value was obtained for each classifier. Four metrics
based on the confusion matrix were employed to evaluate the performance: false positives
(FP), false negatives (FN), true negatives (TN), and true positives (TP). These metrics were
utilized to calculate accuracy (as per Equation (1)), recall (as per Equation (2)), precision (as
per Equation (3)), and F1 score (as per Equation (4)) [37]. TP represents the correct number
of positive cases, TN corresponds to the correct number of negative cases, FN signifies the
incorrect prediction of a negative case when the true case was positive, and FP indicates
the incorrect prediction of a positive case when the true case was negative.
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accuracy =
TP + TN

TP + TN + FP + FN
. (1)

Recall =
TP

TP + FN
. (2)

Precision =
TP

TP + FP
. (3)

F1 score =
2 ∗ Precision ∗ Recall

Precision + Recall
. (4)

3. Results

The results section is divided in two parts: (i) the pilot analysis of the power in the
most common frequency bands (delta, theta, alpha, beta, and gamma) under different
experimental conditions and (ii) the analysis of neural signals in different experimental
conditions using four different classifiers (LDA, SVM, ANN, and KNN).

3.1. Pilot Analysis

The pilot analysis of the power in different frequency bands at electrodes C3 and C4
was initially performed for the flat pavement to allow for a comparison between the Exo and
No Exo conditions. As indicated in the methods section, no statistical tests were performed
due to the small number of subjects studied and the large number of conditions. The pilot
analysis of the EEG signal power at each frequency band for electrodes C3 and C4 revealed
that the Exoskeleton and No Exoskeleton conditions in the flat texture differed mainly in
the delta frequency band (see Figures A1 and A2 in Appendix A.2). This difference was
particularly noticeable for electrode C3 in subjects S3 (delta—No exo: 2.0097 µV2/Hz; Exo:
4.3148 µV2/Hz) and S5 (delta—No exo: 3.7755 µV2/Hz; Exo: 1.6442 µV2/Hz), and for
electrode C4 in subjects S1 (delta—No exo: 2.8825 µV2/Hz; Exo: 2.1630 µV2/Hz) and S2
(delta—No exo: 1.7088 µV2/Hz; Exo: 2.2709 µV2/Hz). No clear difference was found for
subject S4 (delta—No exo: 1.7232 µV2/Hz; Exo: 1.9131 µV2/Hz).

These findings demonstrated no clear group pattern, with some subjects presenting
an increase in the power of specific frequency bands, while others showed a decrease or no
change. Expanding this pilot analysis to the PSD values obtained in different conditions
and textures further supported the notion that the major differences between textures
occurred in the delta frequency band (see Table 3 and Figures A1 and A2 in Appendix A.2).

Although the differences were visible, no clear pattern could be identified. The analysis
of electrode C3 revealed that subjects S2 and S3 presented an increase in power when
specific textures were used during the Exoskeleton condition (S1: rubber circles; S2: carpet;
S3: flat and carpet), while subject S5 showed a decrease (S5: flat). Similarly, the analysis of
electrode C4 revealed increases in the delta frequency bands for all subjects (S1: foam; S2:
flat, rubber circles, and foam; S3: carpet; S4: rubber circles; S5: carpet) and decreases for
subjects S1 and S2 (S1: carpet; S2: carpet; S4: carpet).

In the remaining conditions, no major differences were found for each of the
frequency bands.

3.2. Classifiers’ Performance Outcomes during Exoskeleton Control on Different Pavements

To complement the previous pilot analysis of the results, the neural activity recorded
during the various conditions (exoskeleton and control) while walking on different pave-
ments (flat, rubber circles, carpet, and foam) that formed an eight-class problem was
examined using four different classifiers: ANN, KNN, SVM, and LDA.

The performance metrics used to assess the models’ classification abilities are pre-
sented in the Table 4. Note that only one value is presented for each classifier (i.e., no
average or standard deviation was calculated), because a single classification was per-
formed, which included all subjects in all eight different conditions simultaneously.
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As shown in Table 4 and Figure 3, the LDA model demonstrated the highest perfor-
mance, wherein it achieved an accuracy of 85.71%, a recall of 86.71%, a precision of 86.44%,
and an F1 score of 0.87.

Table 3. Average PSD values (µV2/Hz) for No Exo and Exo conditions across four pavements.

Electrode Condition Pavement Delta Theta Alpha Beta Gamma

C3

No Exo Flat 2.3170 ±
1.3733

0.4258 ±
0.1873

0.2225 ±
0.1285

−0.1887 ±
0.1397

−0.3795 ±
0.0167

No Exo Foam 2.1061 ±
1.2962

0.3908 ±
0.1514

0.2039 ±
0.1318

−0.1698 ±
0.1401

−0.3549 ±
0.0163

No Exo Carpet 1.9394 ±
1.1668

0.2990 ±
0.1633

0.1383 ±
0.1616

−0.2164 ±
0.1276

−0.3956 ±
0.0161

No Exo Rubber Circles 2.1863 ±
2.0132

0.2018 ±
0.0909

−0.0036 ±
0.0715

−0.2252 ±
0.0890

−0.3578 ±
0.0130

C3

Exo Flat 2.5265 ±
1.8708

0.3329 ±
0.1532

−0.0294 ±
0.0480

−0.2371 ±
0.0819

−0.3552 ±
0.0142

Exo Foam 2.2340 ±
1.5281

0.2811 ±
0.1368

−0.0170 ±
0.0577

−0.2638 ±
0.0866

−0.3963 ±
0.0118

Exo Carpet 3.7287 ±
2.6620

0.6863 ±
0.2686

0.1938 ±
0.0513

−0.1399 ±
0.1219

−0.3106 ±
0.0190

Exo Rubber Circles 2.6858 ±
1.5978

0.4743 ±
0.2216

0.0805 ±
0.0429

−0.2328 ±
0.1094

−0.3779 ±
0.0129

C4

No Exo Flat 1.9844 ±
2.0097

−0.0119 ±
0.0976

−0.0325 ±
0.0361

−0.2265 ±
0.0567

−0.2971 ±
0.0081

No Exo Foam 1.9231 ±
2.1292

−0.0651 ±
0.0720

−0.1544 ±
0.0298

−0.2391 ±
0.0322

−0.2827 ±
0.0047

No Exo Carpet 2.5087 ±
2.6002

0.0089 ±
0.0967

−0.1003 ±
0.0379

−0.2053 ±
0.0393

−0.2524 ±
0.0080

No Exo Rubber Circles 1.4477 ±
1.6558

−0.1573 ±
0.0687

−0.2133 ±
0.0482

−0.2729 ±
0.0185

−0.3010 ±
0.0059

C4

Exo Flat 2.2714 ±
2.0162

0.0723 ±
0.1043

−0.0468 ±
0.0190

−0.1865 ±
0.0596

−0.2669 ±
0.0096

Exo Foam 2.6494 ±
2.6190

0.0868 ±
0.1082

0.0527 ±
0.0462

−0.0903 ±
0.0483

−0.1542 ±
0.0338

Exo Carpet 2.9743 ±
2.6442

0.2229 ±
0.1428

0.1947 ±
0.0763

−0.0949 ±
0.0992

−0.2136 ±
0.0146

Exo Rubber Circles 2.8070 ±
2.7365

0.0842 ±
0.1242

−0.0534 ±
0.0338

−0.1933 ±
0.0547

−0.2503 ±
0.0104
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Figure 3. Confusion matrix of LDA model for eight-class classification.
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Table 4. Classifiers’ performance outcomes for eight-class problem.

Accuracy (%) Recall (%) Precision (%) F1 Score

Linear SVM 82.86 81.26 81.51 0.81
KNN 74.29 75.17 74.82 0.75
LDA 85.71 86.71 86.44 0.87
ANN 63.64 63.53 63.80 0.64

- Bold row corresponds to higher performance values.

4. Discussion

A small sample of subjects controlling an exoskeleton was tested on different textured
pavements while their neural activity was recorded. To the best of our knowledge, this is
the first study to investigate the neural activity associated with different pavement textures
while subjects controlled an exoskeleton. The analysis of the neural activity associated with
tactile processing revealed an overall pattern of increases and decreases in power within
the delta frequency bands of the C3 and C4 electrodes when the exoskeleton was used.
However, no clear pattern was observed with respect to the different textured pavements.
When utilizing four different classifiers, the results showed high levels of decoding accuracy,
with the LDA classifier demonstrating the best performance. Collectively, these findings
suggest that the use of an exoskeleton is associated with changes in the neural activity in
electrodes C3 and C4, as well as that LDA is effective in classifying these differences.

Exoskeleton control was associated with changes in neural activity. The pilot analysis
of the power in the C3 and C4 electrodes revealed that the use of the exoskeleton in different
pavements was associated with changes occurring mostly in the delta band. This finding
from the pilot analysis was further supported by the the classifiers’ performance outcomes.
Our results are in line with previous studies highlighting the role of the delta frequency
band in upper and lower limb exoskeleton control [38–42]. An alternative explanation for
these findings could be the increases in attention, perception, and decision making [43–45].
This alternative explanation also fits with self-reports of subjects indicating the need to pay
attention to the exoskeleton movements and balance during the task. It will be relevant in
future studies to determine if the continuous use of the exoskeleton results in a decrease in
the power of the delta frequency band for this electrode.

In summary, based on the presented results, significant changes were observed in the
delta frequency bands of the C3 and C4 electrodes within both the Exo and No Exo (control)
conditions while walking on the four different pavements. Among the four classifiers used,
LDA achieved the best performance. Additionally, it is worth noting that, although the
neural patterns could not be inferred during the pilot analysis, all implemented machine-
learning models were able to distinguish between all experimental conditions, albeit with
varying degrees of performance.

4.1. Neural Correlates of Pavement Textures

No clear differences between pavement textures were present for any participant.
Although previous studies have reported changes in the EEG power when different textures
and stimuli are presented [4,28,46,47] the present findings did not reveal a clear pattern. It is
noteworthy that, in all participants, the power for one or more textures was associated with
a large difference from the remaining textures, but such differences could not consistently
be associated with self-reports of increased attention, difficulty, preference, tiredness, nor
novelty (i.e., being the first or last texture).

Previous studies support the notion that tactile processing is associated with power
changes in the alpha and beta frequency bands in C3 and C4 electrodes, such as after
tactile stimulation of the index finger [4,28,48]. Meanwhile, increases in the delta frequency
bands of the C3 and C4 electrodes when different tactile stimuli were delivered to subjects
have recently been reported [46]. Although previous reports have indicated that the most
prominent changes occurred in the alpha and beta frequency bands, the aforementioned
study has shown the presence of power changes in the delta and low gamma frequency
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bands, although in a less pronounced form [46]. Therefore, the data gathered here supports
H1 (that the use of the exoskeleton is associated with changes in neural activity), but the
data does not support H2 (that the alpha and theta frequencies would be associated with
less stable texture/pavements).

4.2. Eight-Class Classification Problem

The comparison of four different classifiers generally revealed good performance out-
comes (accuracy values no lower than 63.61%), with linear discriminant analysis presenting
the best performance outcomes across all parameters studied. LDA has been a popular
choice in many brain–machine interface studies [49,50] due to its simplicity and ability to
distinguish across different classes. Its performance with respect to binary classification
problems makes this model suitable for this type of classification [51,52].

LDA and the SVM are among the most popular classifiers for BMI applications,
with some studies reporting improved performance for SVM and others for LDA [14,36,53].
Our present results are in line with these previous studies, as we observed good perfor-
mance for both algorithms in our study, although LDA exhibited the best performance.

Despite the good performance outcomes, there is still room for improvement. For ex-
ample, in future studies, it will be relevant to test different k values for the KNN model, as
well as different numbers of hidden layers and neurons for the ANN classifier [54–57].

Altogether, the results from the ML algorithms support H3 (that the neural activity
associated with different textured pavements could be identified using common classifiers).

4.3. Active and Passive Tactile Information Processing

The present study did not require subjects to actively process tactile information.
Therefore, except for minor adjustments in posture or balance that could have been neces-
sary on different pavements, the subjects performed the act of walking in place, mostly in
the same manner, across the different pavements. Active and passive tactile discrimination
are known to have a significant impact on EEG signals [5,46]; therefore, it is possible that
future studies, namely, those involving brain–computer interfaces that combine the neural
control of the exoskeleton with different textured pavements, may reveal other relevant
neural correlates of pavement texture during exoskeleton control.

4.4. Relevance of Tactile Processing for Exoskeleton Control

Tactile processing during exoskeleton control is relevant, because exoskeletons (and
brain-controlled exoskeletons) can cause severe accidents and lead to injuries [58]. There-
fore, incorporating tactile information into these robotic devices, as well as in brain–machine
interfaces, can impact exoskeleton control [1,46]. Lastly, tactile processing and feedback dur-
ing exoskeleton control are crucial for neurorehabilitation processes [1]. The present study
supports and extends these previous findings by demonstrating that texture information
can be decoded from the C3 and C4 electrodes during exoskeleton control.

4.5. Technical Details and Caveats

A few caveats and technical details should be taken into account. We used a 16-electrode
system, which did not allow for the identification of the source of the signals [59]. Therefore,
the results can only be discussed based on the recorded electrode locations and not on the
specific brain regions underneath them. Additionally, our sample size was small, which
consisted of only five female subjects. In future studies, it will be important to increase the
number of electrodes and subjects while ensuring a better representation of sex and age.

5. Conclusions

The neural activity in the delta frequency bands recorded from electrodes C3 and
C4 of female subjects controlling an exoskeleton showed changes in response to different
pavement textures, although no clear pattern could be observed among the participants.
The analysis of the neural activity using different machine-learning algorithms in an
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eight-class problem (i.e., Exo/No Exo on one of four different pavements) revealed that the
LDA classifier exhibited the best offline performance.
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Appendix A

Appendix A.1. Experimental Counterbalanced Design

Table A1. Counterbalanced design.

Subjects Exoskeleton (Exo) Control (No Exo)

Subject 1

Flat Rubber circles
Foam Foam

Carpet Carpet
Rubber circles Flat

Subject 2

Rubber circles Flat
Flat Carpet

Foam Rubber circles
Carpet Foam

Subject 3

Carpet Foam
Rubber circles Rubber circles

Flat Flat
Foam Carpet

Subject 4

Foam Carpet
Carpet Flat

Flat Foam
Rubber circles Rubber circles

Subject 5

Flat Foam
Rubber circles Carpet

Carpet Flat
Foam Rubber circles
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Appendix A.2. PSD Analysis of the Experimental Conditions
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Figure A1. PSD analysis of control and exo conditions for channel C3.
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Figure A2. PSD analysis of control and exo conditions for channel C4.
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