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Abstract: Security is an important factor that cannot be neglected in the design of time synchroniza-
tion algorithms since industrial wireless sensor networks are prone to attacks against physical nodes
and communication links. The Sybil attack is an intelligent attack with a high destructive capacity
in pretending multiple identities and broadcasting illegitimate messages to destroy the network
operation. Existing secure time synchronization algorithms mostly focus on distributed protocols;
however, they pay less attention to Sybil attacks and centralized network time synchronization. In
this paper, we propose a novel reference broadcast-based secure time synchronization (RSTS) for
industrial wireless sensor networks with a time source against Sybil attacks. Different from previous
protocols, in converging the network structure and the clock status, RSTS employs a public neighbor
forwarding mechanism based on reference broadcast to filter the illegal time information automati-
cally. Instead of establishing a table with timestamps of packet transmission and receipt, the least
square linear regression is utilized to estimate the compensation relative to the source node with the
recorded time and calculated time difference in receiving packets. The simulation results demonstrate
that RSTS is resilient to Sybil attacks as well as message manipulation attacks in comparison with
existing algorithms.

Keywords: time synchronization; sybil attacks; security; industrial wireless sensor networks; message
manipulation attacks

1. Introduction

Industrial wireless sensor networks (IWSNs) [1,2] connect sensors and actuators in a
distributed manner, which is the important perception layer of the Industrial Internet of
Things. Many fundamental applications in industrial networks, e.g., data collection [3],
timely monitoring [4], time-division multiplexing communication [5], and other coor-
dinated control operations [6], require the nodes in IWSNs to capture the production
environment conditions and control the target device in a collaborative and synchronous
manner, namely, time synchronization. Unfortunately, each sensor node records its time
based on different crystal oscillators caused by manufacturing engineering and environ-
mental influence [7,8], which results in asynchronous time. As time synchronization is
crucial for IWSNs to run normally, many algorithms and protocols are proposed to improve
the synchronization accuracy, enhance the robustness, and reduce the energy consumption
in IWSNs under no attacks [3,4,7–11]. However, it ignores the fact that secure information
acquisition is a key aspect in achieving various time synchronization behaviors.

The security problem is vital for the protocol design of IWSNs [12]. The openness of
wireless communication and unattended deployment environment make IWSNs particu-
larly vulnerable to intentional attacks [13,14], such as the physical attack against network
devices and the delay attack against communication links [15,16]. In addition, time synchro-
nization design involves two basic elements: timing and time information transmission,
which happens to be closely related to the physical node attack and the delay attack on
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IWSNs. Consequently, time synchronization is prone to attacks against node identity,
communication links, and packets [14]. Complex security mechanisms, such as encryption
and authentication, can effectively improve the algorithms’ security [17,18] but are not
suitable for IWSNs with severely limited resources including computing, communication,
storage, and energy. Therefore, it is necessary to design a secure synchronization protocol
in considering the characteristics of the IWSNs’ time transfer system.

To meet the security requirements of time synchronization, many security mechanisms
are proposed. Information encryption [18], authentication technology [17], and threshold
detection [15,16,19,20] are the most commonly used defense methods. However, the
research seldom considers intelligent attacks, such as the Sybil attacks [21,22], or the
situation in that attackers collude with each other.

The Sybil attack is an intelligent attack mode, where the attackers can illegally pretend
multiple identities [21,22]. In time synchronization, a Sybil attacker injects incorrect time
information into the network with a disguised legal identity, which produces more serious
disruption. It may mislead the valid nodes out of synchronization and be isolated. In
addition, most structures of the perceptual control networks in industrial circumstances
are centralized. The action of the lower node depends on the command from the master
node, namely, the lower node needs to synchronize with the master node, which is termed
a reference time source in the time synchronization system. In conclusion, centralized
time synchronization is better suited for industrial applications. Unfortunately, the se-
rious single point of failure problem is an unavoidable defect for centralized protocols,
and the problem will be magnified under Sybil attacks. Information encryption and de-
cryption can defend well against multiple types of attacks including the Sybil attack, but
produce additional communication, computing, and storage costs, which are not desirable
in resource-constrained IWSNs.

Consequently, we propose a reference broadcast-based secure time synchronization
(RSTS) protocol to deal with intelligent attacks for centralized IWSNs. The core content of
the RSTS protocol is to construct a novel time information transmission mechanism. RSTS
aims to obtain a valid time difference in receiving packets from the same sender. Unlike the
direct communication between master and slaver in existing protocols, the slaver in RSTS
employs the public neighbor to acquire the time of the master indirectly. Subsequently,
based on the recorded time and calculated time difference in receiving packets from the
public neighbor, a least square linear regression is utilized to estimate the compensation
relative to the master node. Hence, RSTS can filter the fake time information automatically.
The main contributions of this study are summarized as follows:

(1) We propose a novel protocol RSTS aimed at improving the security of time synchro-
nization in centralized IWSNs. A novel time information transmission mechanism is
designed to obtain reliable time information with the verification of packet sequence
numbers.

(2) RSTS employs the time difference when the master node and slave one receive pack-
ets from the public neighbor to block the interference of malicious messages from
manipulators and masqueraders automatically instead of coping with large amounts
of data to filter illegal messages or verify the node identity.

(3) We provide an effectiveness analysis and conduct simulations to verify the feasibility
and efficiency of RSTS. The simulation results demonstrate that RSTS can defend
against both Sybil attacks and message manipulation attacks.

The rest of the paper is organized as follows. Section 2 describes the related work
of secure time synchronization protocols. In Section 3, we introduce the network model,
clock model, attack model, and problem formulation. The RSTS protocol is detailed in
Section 4, including protocol design, multi-hop network synchronization, security analysis,
and communication energy cost. The simulations to assess the performance of the RSTS
protocol are represented in Section 5. Finally, Section 6 concludes the article.
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2. Related Work

Currently, the implementation of time synchronization mostly adopts centralized [23,24]
or distributed manners [9,10]. In centralized ones, a reference node is selected and spreads
its time to synchronize other network nodes rapidly. In contrast, distributed approaches
do not require a specific reference node, and the local node updates its clock status ro-
bustly according to the neighbor’s information. Furthermore, many time synchroniza-
tion approaches have been studied in the literature for different requirements, e.g., pre-
cision [25,26], consumption [7,8,27], robustness [4,9,10], security [14], and so on. For any
requirements, security is essential for sophisticated time information acquisition. Threshold
detection [15,16,19,20], message filtering [21,22], and encryption [17,18] techniques are
common defense measures in secure time synchronization. We present the review of the
secure time synchronization methods as follows.

2.1. Threshold Detection

Normally, the link delay, offset, and relative clock skew between two nodes are
stable and bounded in benign environments, and attackers usually broadcast random
time information to disrupt the synchronization balance. Accordingly, an attacker can be
distinguished by detecting the difference in packet transmission delays, clock offset, or
relative clock skews exceeding the statistical threshold or not.

Qiu et al. [19] utilized the threshold detection technique to determine whether the
received messages from the node’s farther node are valid or not. Each node first calculates
the clock offset between its father node and grandfather node. Based on the pretested
threshold value of offset, each node determines whether the synchronization reference
node is its father node or grandfather node. Furthermore, a spanning tree structure is
constructed against fake timestamps for secure time synchronization. Jia et al. [20] divided
the synchronization network into several clusters by the adaptive threshold-based K-
means clustering algorithm. It should be noted that there is a chief cluster head (CCH)
as the standard time source in the clustered network. The predefined threshold about
the difference of varying rates of skew (VRS) between each node and the CCH is related
to the clock quality. The clock quality varies between clusters, which leads to different
synchronization frequencies between clusters, unlike simultaneous synchronization in
most algorithms. Subsequently, a threshold-based two-tier fault detection algorithm is
developed to overcome malicious attacks during the synchronization process.

Aimed at secure distributed time synchronization, He et al. [15] developed a secure
average-consensus-based time synchronization protocol (SATS) against message manipula-
tion attacks. SATS includes two checking processes for the hardware clock and the logical
clock. Unlike isolating attack nodes in other safeguard mechanisms, SATS can flexibly
utilize attack information to improve convergence speed in logical clock synchronization.
Similarly, a secure maximum-consensus-based time synchronization protocol (SMTS) is
further proposed in [16]. SMTS designs the logical clock-checking process based on the
property that the local node can estimate its neighbor’s correction parameters. The hard-
ware clock-checking processes in SATS and SMTS determine whether a node is legal or
not by comparing whether two consecutive estimated relative hardware skews are equal
or not.

2.2. Message Filtering

In threshold detection-based secure synchronization methods, a suspicious node
would be isolated once it is voted as an attacker. These methods are unfavorable for mas-
querade attacks. The message filtering technique sifts out the trusted messages to compute
clock parameters rather than isolating the suspicious ones crudely. Linear clock characteris-
tic promotes the design basis of message filtering based secure time synchronization.

Dong et al. [21] proposed RTSP to defend against the Sybil attack. As the time mes-
sages from the same node obey a linear relationship, namely, a conformance relationship,
RTSP employs a graph theoretical approach to filter suspicious messages in the buffer
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instead of identifying the node. Finally, the anomaly detection process is evolved into a
dynamic programming approach to find the maximum clique, namely, valid time messages.
To further reduce the security defense costs, Wang et al. [22] utilized the timestamp correla-
tion among different nodes and the uniqueness of a node’s clock skew to detect invalid
information rather than isolating suspicious nodes. Although the two protocols [21,22] can
defend against Sybil attacks, they are applied to fully distributed networks and are not
suitable for centralized networks with a time source.

2.3. Encryption and Others

Encryption techniques can defend against various attacks principally in public key
cryptography. However, secure key storage, encryption, and decryption operations may
bring more storage, computing, and communication overhead. Du et al. [17] developed an
authentication scheme to ensure secure time synchronization in heterogeneous wireless
sensor networks. Rahman et al. [18] utilized pairing-based cryptography by computing the
shared secret keys to secure the synchronization processes, with low communication and
storage costs.

Due to the diversity of time synchronization methods, other security defense tech-
niques have also been proposed. Moussa et al. [28] proposed an extension to the precision
time protocol (PTP) to defend against attacks on the grand master clock, network, transpar-
ent clock, and slave clocks. The extension deploys a redundant clock as the network time
reference to detect the synchronization of slave clocks. As a consequence, a feedback closed
loop security-aware PTP is achieved. Sun et al. [29] provided redundant ways and multiple
time sources for each node to synchronize with the time source. Each node computes
the source clock offsets with all its neighbors and chooses the median as the source clock
offset. The developed methods can be resilient to message missing and distortion caused
by the malicious nodes, and each node with l normal neighbors can tolerate up to l − 1
malicious nodes.

In dynamic and hostile environments, node mobility and malicious nodes are un-
avoidable and have a serious effect on the averaged-based consensus time synchronization
protocols. Phan et al. [30] proposed a neighbor-aware time synchronization protocol (NTSP)
to overcome the limitations of gradient time synchronization protocol (GTSP). NTSP first
adopts a marking technique to classify the neighbor’s status for each node as synchronized,
new, or unsynchronized. Secondly, depending on the number of synchronized neighbors,
each node calculates the clock compensations including only synchronized neighbors or
whole neighbors. The classification and calculating rules render NTSP more robust.

However, most countermeasures for various attacks seldom consider Sybil attacks.
Additionally, due to the inherent vulnerability of topology, centralized time synchronization
methods are more vulnerable to disruption under Sybil attacks. The child nodes take their
parent nodes as their time sources, and then the branch of the parent nodes will be disabled
when the parent nodes are attacked. Although encryption and authentication techniques are
effective [31,32], additional computing and communication overhead cannot be popularized
for the design of time synchronization protocol in resource-constrained IWSNs. Different
from existing secure synchronization methods, our method automatically filters the adverse
impact of attackers in utilizing the public neighbor broadcasting mechanism.

3. System Models and Problem Analysis

Maintaining the security of time synchronization in centralized IWSNs with low
overhead is not a trivial task. In addition to various attack types, the unique network
structure with multi-hop and time source has also increased the pressure of security defense
on time synchronization. In this section, we introduce the network model, clock model,
and attack model and further analyze the problem.
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3.1. Network Model

We consider an IWSN with a reference node or root node. Each node has a unique
identity. The ordinary node communicates with the reference node in a multi-hop manner,
namely, the IWSN with the reference node is a layered network, as shown in Figure 1.
Obviously, for an ordinary node, it has at least one parent node and one child node.
However, the edge nodes only have parent nodes and the reference node only has child
nodes. Although the layered network topology is simple and has a high transmission
efficiency, it remains a practical problem that attacking the node may result in the failure of
network branches starting from this node.
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3.2. Clock Model

In general, the node’s time is measured based on counting the output pulse of an
equipped crystal oscillator. Furthermore, the clock reading of each node i is modeled as a
first-order dynamic function with reference to the absolute time t, i.e.,

τi(t) = αit + βi, (1)

where αi is the clock skew that determines the timing rate and βi is the initial clock offset.
Since the frequency of the oscillator determines αi, each αi is slightly different due to
the imperfect oscillators, ambient temperature, battery voltage, and oscillator aging [15].
Hence, αi satisfies 1− ρ ≤ αi ≤ 1+ρ, where ρ is the clock drift and typically in the range of[
10−5, 10−4] [9]. Even if βi is equal at the starting moment, the time between nodes is still

out of synchronization with the existence of αi. In addition, the absolute t is unavailable,
and it is impossible to compute αi and βi directly.

In order to maintain synchronization, it is crucial to find the relationship between the
two nodes’ clocks and the clock compensation parameters. Observing the clock readings of
two nodes, it is indicated that

τj(t) = αj

(
τi(t)− βi

αi

)
+ β j = αijτi(t) + βij, (2)

where αij = αj/αi and βij = β j− αijβi denote the relative clock skew and offset, respectively.
The goal of synchronizing with node j for node i is to find the compensation parameters αij
and βij. Meanwhile, each node only synchronizes with its parent node. After multi-hop
iteration, the local node achieves synchronization with the reference node.

3.3. Attack Model

Unattended operation and wireless communication make IWSNs vulnerable to var-
ious attacks, e.g., replay attacks, delay attacks, dos attacks, modifying and dropping
timestamps, masquerade attacks, message manipulation attacks, etc. Referring to the
definition in [15,16], the message manipulation attacker can pretend to be a safe node and
broadcast unregulated incorrect time information, including repeatedly broadcasting the
same timestamp, increasing transmission delay, and injecting error time. A masquerade
attacker, also known as a Sybil attacker, illegitimately pretends to be another node and
disrupts the time synchronization process. Hence, security attacks on time synchronization
can be simply divided into message manipulation attacks and Sybil attacks.
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Currently, there are various studies on the defense of message manipulation attacks.
Although threshold detection is an effective security mechanism, it performs poorly under
Sybil attacks. Accordingly, in this paper, we mainly focus on the Sybil attacks. For example,
a Sybil attacker A can send out a disguised clock reading, i.e.,

τi
A(t) = αAt + βA + ωA(t), (3)

where ωA(t) denotes the attack power and i is the disguised node identity (or suspi-
cious node).

It should be noted that IWSNs usually adopt medium access control or a digital signa-
ture to verify the message. Local nodes cannot arbitrarily modify the received message from
other nodes [16]. This is an important assumption for our next design of the RSTS protocol.

3.4. Problem Analysis

With the example of a typical time synchronization algorithm, i.e., flooding time
synchronization protocol (FTSP) [23], in this section, we perform a security analysis of the
FTSP in layered IWSNs. From Equation (2), it can be observed that node i could estimate
the compensation parameters related to its reference node j with the linear relationship
among two clocks. In the FTSP, a linear regression table of sending timestamp τj(t) and
receiving timestamp τi(t) is established; the estimation of αij and βij are as α̂ij =

∑n
k=1 (τj(k)−τj)(τi(k)−τi)

∑n
k=1(τi(k)−τi)

2

β̂ij = τj − α̂ijτi

, (4)

where n is the size of the regression table and τ is the mean. Normally, the reliability of
message pairs <τi(k), τj(k)>, k = 1, 2, · · · , n is a prerequisite for accurately estimating αij

and βij. If an attacker exists, the anomalous sending timestamp τ
j
A(t) = τA(t) + ωA(t)

hidden in the regression table would interfere with the estimation process. For message
manipulation, the attacker may only affect the synchronization accuracy. Specifically, the
Sybil attacker will mislead the node with more serious destructiveness.

To clearly describe the performance of FTSP under various attacks, we perform a
simple simulation analysis on a chain IWSN with 5 nodes, and node 0 is the root. The hops
between the normal nodes and the reference node are 1, 2, 3, and 4. The hop number and
node identifier are the same. We assume that node 2 is a manipulation attacker or disguised
by a Sybil attacker. Figure 2 shows the performance of safe nodes in FTSP under attacks.
It can be clearly observed that the synchronization accuracy seriously decreases under
manipulation attacks, and the clock offset of nodes behind the attackers would diverge
under Sybil attacks.
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4. RSTS Protocol

In this section, we will describe the core idea of the RSTS protocol with a brief network
model. Multi-hop network synchronization is then detailed, followed by performance analysis.

4.1. RSTS Synchronization

From Equations (2) and (4), under security attacks, the safe nodes use an invalid times-
tamp τ

j
A(t) for relative clock skew and offset updating, that is to say, the timestamps from

attackers directly act on the estimation of compensation values. By analyzing Equation (1),
the clock offset between two nodes i and j at time t is

∆τij(t) = τj(t)− τi(t) = (αj − αi)t + (β j − βi). (5)

Note that t = (τi(t)− βi)/αi, which yields

∆τij(t) =
(
αj − αi

) τi(t)−βi
αi

+
(

β j − βi
)

=
(
αij − 1

)
τi(t) +

(
β j − αijβi

)
=
(
αij − 1

)
τi(t) + βij

. (6)

Hence, based on messages <τi(k), ∆τij(t)>, k = 1, 2, · · · , n, the estimation of αij and
βij are rewritten as  α̂ij = 1 + ∑n

k=1 (∆τij(k)−∆τij)(τi(k)−τi)

∑n
k=1(τi(k)−τi)

2

β̂ij = ∆τij −
(
α̂ij − 1

)
τi

. (7)

Comparing Equations (4) and (7), presumably, we ask whether there are any reliable
methods to obtain the valid ∆τij(t) under attacks. Classic reference broadcast synchroniza-
tion (RBS) protocol [24,26] exchanges receiving timestamps of messages from a common
reference node between two receivers. Each receiver computes its time offset to any other
receiver as the average of the time offsets. Finally, synchronization is achieved among
receivers rather than synchronizing with the reference node. Inspired by RBS, we design
the RSTS protocol.

The key insight of RSTS is to exploit the public neighbor forwarding mechanism so
that the illegal timestamps can be filtered. We summarize the RSTS process in Algorithm 1,
where G denotes the topology graph of an IWSN, V is the set of nodes, eij indicates that node
i and j can communicate, and Ni is the neighbor set of node i. In RSTS’s synchronization
process, the public reference neighbor j of two non-adjacent nodes l and i, i.e., the slave
node l and the master node i, broadcasts its local time τj(t) marked by a preset sequence
number seqj(t) periodically. The two nodes record the times based on their clocks once
receiving the broadcast messages, i.e., <τi(t), seqj(t)> and <τl(t), seqj(t)>. Subsequently, if
the master node i is in the sync state, it immediately sends the timestamp <τ̂i0(t), seqj(t)>,
where τ̂i0(t) is the estimated clock source time, to the slave node through public neighbor
forwarding. Based on the n records <∆τl0(t), τl(t)>, where ∆τl0(t) is the time difference of
τ̂i0(t) and τl(t)>, the slaver l estimates the clock compensation < α̂l0, β̂l0> in Equation (7).
Meanwhile, node l achieves synchronization with the time source and denotes it as the
sync state. From the above, detailed analysis of RSTS, it has a time complexity with O(n).
Since no node can manipulate the information received from its neighbors with information
checking in medium access control protocol [16], the receiving timestamps from the master
node can be safely forwarded through the public neighbor.

We use an example to illustrate how RSTS works. Consider a simple network scenario
in Figure 3, where node m is the reference master node, node s is the slave node, node r
is the shared neighbor node, and node Ai is the attacker. Under the benign environment,
nodes m and s could receive messages from node r with valid sending timestamps. The
relationship between timestamps is shown in Table 1.
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Algorithm 1 RSTS protocol.

Input: G = (V, E), α̂i0(0) = 1, β̂i0(0) = 0, T, ∀ i, j ∈ V, eij ∈ E, j ∈ Ni.
Output: α̂i0, β̂i0, ∀ i ∈ V.

1. ∀ j ∈ V, if τj(t) = kT, k ∈ N+, node j broadcasts its time τj(t) with a random packet
sequence seqj(t).

2. Upon receiving time information from node j, nodes i, l records <τi(t), seqj(t)> and
<τl(t), seqj(t)>, i, l ∈ Nj, respectively.

3. If node i is in the sync state, it broadcasts the sync time, where

τ̂i0(t)← α̂i0(t)τi(t) + β̂i0(t).

4. Node j forwards the sync packet received from node i to node l, l ∈ Nj, l /∈ Ni.
5. If the seqj(t) matches, node l calculates ∆τl0(t) = τ̂i0(t)− τl(t), and stores <∆τl0(t), τl(t)>.

6. Upon storing n records, node l estimates < α̂l0, β̂l0> as Equation (7) and then denotes it as
the sync state.
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Table 1. An illustrative example to show how RSTS works.

Sending
Timestamps

in r

Attacker
A1

Attacker
A2

Attacker
A3

Receiving
Timestamps

in m

Receiving
Timestamps

in s
Matching

τr(1) — — — τr
m(1) τr

s (1) Y

— — τr
A2
(1) — τA2

m (1) — N

— τr
A1
(1) — — τA1

m (1) τA1
s (1) Y

τr(2) — — — τr
m(2) τr

s (2) Y

— τr
A1
(2) — — τA1

m (2) τA1
s (2) Y

— — τr
A2
(2) — τA2

m (2) — N
τr(3) — — — τr

m(3) τr
s (3) Y

— — — τr
A3
(1) — τA3

s (1) N
· · · · · · · · · · · · · · · · · · · · ·

We now consider the case that when node A1 attacks the synchronization process
by illegitimately claiming the identity of node r, nodes m and s would receive the incor-
rect timestamps τr

A1
(k) simultaneously. Since the difference of received two consecutive

timestamps with identity r exceeds the preset threshold, existing threshold detection-based
secure synchronization protocols would regard node r as a malicious node. Therefore,
secure node r would be isolated by the other nodes. On the contrary, our RSTS defense
mechanism does not detect whether the received messages are valid. Note that the pur-
pose of RSTS is to obtain a valid ∆τms(t) = τm(t) − τs(t), where the records τm(t) and
τs(t) are based on the same basic time. Although the sending timestamp τr

A1
(k) from

the attacker A1 is incorrect, the receiving timestamps of nodes m and s refer to the same
reference and the difference τA1

m (k)− τA1
s (k) is correct. Hence, the invalid messages can
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be filtered out automatically by the time difference when receiving the public timestamps
from the attacker.

If the attacker A2 advertises invalid timestamps τr
A2
(k) with disguised identity r, only

node m could receive the timestamps. Based on the matching principle of the received
message sequence number, there are no corresponding messages τA2

s (k) in node s. Con-
sequently, the destructiveness from attacker A2 is automatically relieved. Similarly, for
attacker A3, the threat no longer exists by default.

4.2. Multi-Hop Network Synchronization

RSTS focuses primarily on layered network topology. Although the global synchro-
nization methods in RBS and FTSP are available, RSTS works in fundamentally different
ways, which results in significant notes in constructing a multi-hop synchronization path.

For example, Figure 4a shows an example of a multi-hop chain topology in FTSP, and
Figure 4b shows the corresponding synchronization logical graphs of RSTS, where the black
arrow represents the communication relationship between two nodes and the green arrow
is the synchronization path. Node 0 is the root, also known as the time source, and other
ordinary nodes synchronize with node 0 hop-by-hop. It can be observed that the black
arrows are unidirectional and bidirectional in Figure 4a,b, respectively, which indicates
that the transmission direction of time information is not the same in FTSP and RSTS. Each
ordinary node can work as a master or a slave in both FTSP and RSTS. Moreover, RSTS’s
node has an additional role, the reference node, which serves as a shared neighbor node.
For each node, it can work as a master after achieving synchronization with the upper node.
To ensure the composition of the global network time synchronization path, at least one
triangle sub-topology must exist in the network, as shown in Figure 4b, 0↔1↔10↔0.
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In the comparison of the synchronization path, we can see that RSTS has a potential
advantage in shortening the longest synchronization path of the network, i.e., 10 in FTSP
and 5 in RSTS as shown in Figure 4, and the closer the triangle sub-topology is to the root
node, the better the effect. Meanwhile, in layered topology, the node broadcasts synchro-
nization messages to other nodes in the lower level only after entering the sync state. The
synchronization accuracy will decrease as the synchronization path increases and the dis-
tant nodes may wait a long time to synchronize. Hence, RSTS shows a better performance
than FTSP in improving the network synchronization accuracy and convergence speed.
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4.3. Security Analysis

FTSP is designed for a benign environment in which each node is valid. However,
malicious attacks would destruct the synchronization process by injecting irregular time
information or masquerading as a normal node. Therefore, in this subsection, we analyze
the security of FTSP, FTSP with threshold detection, and RSTS.

Under manipulation attacks. The manipulation attacker injects illegal timestamps
into the network misleading its neighbor to synchronize to the wrong time. Obviously,
unprotected FTSP quickly loses synchronization. Since the timestamps from attackers are
without rules and two timestamps from a given valid neighbor are said to be conform-
ing [21], many secure methods design checking mechanisms based on a preset threshold,
such as delay and the difference of relative clock skew. If a node’s timestamps cannot
pass the threshold filtering, the node may be blacklisted. The network would exclude
the suspicious node from the synchronous path and rebuild the topology. The feasibility
of these methods has been proven. In RSTS, the attacker can act as a reference node or
master node broadcasting illegal time. RSTS’s security has been analyzed in the above
illustration when the attacker acts as a reference node. The other scenario is similar to FTSP
with threshold detection. Hence, it can integrate threshold detection to enhance RSTS’s
defense capability.

Under Sybil attacks. Although the threshold detecting mechanisms are available in
defending against manipulation attacks, they may lose defensive ability in facing Sybil
attacks. Unlike manipulation attacks, a Sybil attacker masquerades as a normal node
to broadcast illegal information instead of broadcasting illegal information directly. In
this case, threshold-detecting mechanisms may render the disguised normal node out of
synchronization. RSTS adopts a novel forwarding-based synchronization path and filters
the attacker’s time information by default in estimating the synchronization parameters,
which results in a secure synchronization under Sybil attacks.

4.4. Communication Energy Cost

RSTS improves synchronization security by making use of the public neighbor forward-
ing mechanism. This protocol gains an additional accuracy over FTSP due to shortening
the synchronization path by nearly half. Unfortunately, the slave node cannot obtain the
master’s timestamps efficiently, which results in higher communication energy costs. We
assume that each broadcast costs energy E. In FTSP, each node updates its clock with n
communications and costs energy nE. For RSTS, it adds an information forwarding step
with two communications, which results in energy 3nE. In other words, RSTS secures time
synchronization at the cost of increasing the communication load, which is a common issue
for secure time synchronization protocols.

5. Evaluation

To verify RSTS’s performance, we conducted simulations in Matlab R2021b and imple-
mented a 10-hop chain topology with 11 nodes, as shown in Figure 4. For comparison, we
also performed FTSP with or without threshold detection, i.e., the difference between two
consecutively receiving timestamps did not exceed the preset threshold of 1.001. The clock
skew αi and offset βi of each node were randomly selected from the sets [0.9999, 1.0001] and
[0, 0.0002], respectively, as the maximum clock drift was 100 ppm [9]. The synchronization
period T was 1 s. The length of the linear regression table was 8 [23]. Each node recorded
its time based on a 32.768 kHz crystal oscillator. We also defined the clock difference be-
tween each ordinary node and the time source to denote the synchronization performance,
including clock skew and offset. To simulate a real network environment, we assumed that
the communication delay satisfies a normal distribution with a mean of 2.5 × 10−4 and a
variance of 1 × 10−8 [9].
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5.1. Under No Attacks

Figure 5 compares the performance of FTSP and RSTS in a benign environment, i.e.,
the difference of clock skew and offset, and the error bars of clock offset that indicate the
estimation error average and standard deviation. We can see that both FTSP and RSTS even-
tually achieve synchronization. Since FTSP adopts a hop-by-hop synchronization manner,
it can be observed that as the hop gets larger, the estimated synchronization error between
ordinary nodes and the time source gradually increases. Figure 5b shows that under the
same network scale, the synchronization accuracy of RSTS is significantly higher than that
of FTSP, as the public neighbor forwarding mechanism shortens the synchronization path
between the farther node and the time source. To further explain, in FTSP, the farther node
9 synchronizes with source node 0 after 9 hops, while its synchronization path is just 5 in
RSTS, and its synchronization accuracy is almost improved by one order of magnitude.
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Figure 5. Performance of FTSP and RSTS under no attacks. The representation of the lines is the same
in (a,b). (a) FTSP; (b) RSTS.

5.2. Under Manipulation Attacks

We proceed to compare the performance of FTSP, FTSP with threshold detection, and
RSTS under manipulation attacks. Assume that nodes 3 and 6 in the chain topology are
manipulation attackers who broadcast invalid timestamps every 3T periods and attack
the network after 100 iterations. The attack power ω is randomly selected in [0, 0.01] s.
With the existence of manipulation attackers, the time source’s time information cannot be
effectively transmitted to the nodes after node 2. The synchronization performance of safe
nodes is shown in Figure 6. We can see that safe nodes 1 and 2 can still synchronize with
the time source, but the subsequent nodes lose synchronization in Figure 6a. For threshold
detection, invalid timestamps could not pass the detection process. Hence, malicious
nodes are marked and excluded from the network. RSTS updates the clock based on the
difference in receiving timestamps and removes attackers’ unfavorable effects. Comparing
Figure 5a with Figure 6, we can see that both RSTS and threshold detection can defend
against manipulation attacks. Moreover, RSTS exhibits a higher synchronization accuracy.
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Figure 6. Performance of FTSP, FTSP with threshold detection, and RSTS under manipulation attacks.
The representation of the lines is the same in (a–c). (a) FTSP; (b) FTSP with threshold detection; and
(c) RSTS.

5.3. Under Sybil Attacks

In this section, we study the performance of these defense mechanisms under Sybil
attacks. Assume that the attacker can randomly present as nodes 3 and 6. It broadcasts
invalid timestamps every 3T periods. In Figure 7a, clearly, FTSP cannot converge under a
Sybil attack. Since timestamps with ID 3 or 6 include valid and erroneous time information,
these timestamps are more irregular in comparison with manipulation attacks. Nodes 4
and 5 may synchronize to a wrong clock, as could nodes 7, 8, 9, and 10. The safe nodes
3 and 6 disguised by the attacker would be mistaken for malicious nodes in threshold
detection and be broken up with the network, as shown in Figure 7b. In contrast, Figure 7c
shows that RSTS is robust against a Sybil attack since it does not disrupt the communication
with the suspicious nodes and exploits the correct difference of receiving timestamps
for synchronization.



Appl. Sci. 2023, 13, 9223 13 of 15

Appl. Sci. 2023, 13, x FOR PEER REVIEW 13 of 15 
 

5.3. Under Sybil Attacks 

In this section, we study the performance of these defense mechanisms under Sybil 

attacks. Assume that the attacker can randomly present as nodes 3 and 6. It broadcasts 

invalid timestamps every 3T periods. In Figure 7a, clearly, FTSP cannot converge under a 

Sybil attack. Since timestamps with ID 3 or 6 include valid and erroneous time 

information, these timestamps are more irregular in comparison with manipulation 

attacks. Nodes 4 and 5 may synchronize to a wrong clock, as could nodes 7, 8, 9, and 10. 

The safe nodes 3 and 6 disguised by the attacker would be mistaken for malicious nodes 

in threshold detection and be broken up with the network, as shown in Figure 7b. In 

contrast, Figure 7c shows that RSTS is robust against a Sybil attack since it does not disrupt 

the communication with the suspicious nodes and exploits the correct difference of 

receiving timestamps for synchronization. 

   
(a) 

   

(b) 

   
(c) 

Figure 7. Performance of FTSP, FTSP with threshold detection, and RSTP under Sybil attacks. The 

representation of the lines is the same in (a–c). (a) FTSP; (b) FTSP with threshold detection; and (c) 

RSTP. 

6. Conclusions 

In this paper, we propose a novel secure time synchronization protocol against Sybil 

attacks for the centralized network employing a public neighbor forwarding mechanism 

based on reference broadcast, i.e., RSTS. The simulation results are given to show that 

RSTS is valid against Sybil attacks as well as manipulation attacks. Specifically, RSTS 

invalidates the potential malicious attacks at the message level instead of isolating the 

suspicious nodes. Moreover, using non-adjacent two-hop neighbors as the master nodes 

greatly shortens the synchronization path and thus invisibly improves the network 

synchronization accuracy. 

Figure 7. Performance of FTSP, FTSP with threshold detection, and RSTS under Sybil attacks. The
representation of the lines is the same in (a–c). (a) FTSP; (b) FTSP with threshold detection; and
(c) RSTS.

6. Conclusions

In this paper, we propose a novel secure time synchronization protocol against Sybil
attacks for the centralized network employing a public neighbor forwarding mechanism
based on reference broadcast, i.e., RSTS. The simulation results are given to show that RSTS
is valid against Sybil attacks as well as manipulation attacks. Specifically, RSTS invalidates
the potential malicious attacks at the message level instead of isolating the suspicious nodes.
Moreover, using non-adjacent two-hop neighbors as the master nodes greatly shortens the
synchronization path and thus invisibly improves the network synchronization accuracy.

Although analysis and simulation results have proven RSTS’s security, there are still
multiple future research directions. First, it should be noted that RSTS secures the network
synchronization at the cost of improving communication overhead, we would like to
balance the communication overhead and security. Second, it would be interesting to
devise a more complex tree topology constructing method with RSTS and expand RSTS’s
core idea to existing distributed synchronization protocols.
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