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Abstract: In the prediction and modeling analysis of wear degree in the field of industrial parts
processing, there are problems such as poor prediction ability for long sequence data and low
sensitivity of output feedback to changes in input signals. In this paper, a combined prediction
model is proposed that integrates dual attention mechanisms and self-regressive correction. Firstly,
pre-processing is performed on the collected wear data to eliminate noise and aberrant mutation
data. Then, the feature attention mechanism is introduced to analyze the input data sequence, and
the weights of each feature under the temporal condition are set based on the contribution of the
prediction results, thereby obtaining the LSTM hidden state at the current time. Subsequently, the
temporal attention mechanism is introduced to perform a weighted calculation of the hidden state
information, analyze the correlation of long-term sequential wear data, and decode and output the
analysis results. Finally, the ARIMA model is used to perform linear correction on the predicted
results to improve the accuracy of wear degree prediction. The proposed model is compared and
analyzed with the models that are highly related in recent research on real-world wear degree
datasets. The experimental results show that the improved model has a better ability to improve the
corresponding problems and has a significant increase in prediction accuracy.

Keywords: attention mechanism; time series; ARIMA model; combined prediction

1. Introduction

In recent years, with the development of technologies such as sensor technology,
computer technology, communication technology, and the Internet of Things, various
industries such as the internet industry and the manufacturing industry have generated
and stored a large amount of data [1]. Among them, industrial big data is a new concept
that literally refers to the big data generated in the application of information technology
in the industrial field. For the manufacturing industry, how to explore and unleash the
inherent value of industrial data has become a core driving force for digital transformation
in the industry [2]. Industrial big data differs significantly from internet big data. The
research focus of internet big data lies in the distributed storage and processing of large-
scale data, emphasizing real-time data analysis and processing. It involves the storage and
management mechanisms for unstructured data and typically employs methods such as
querying, statistics, and visualization to obtain in-depth information from the data. On
the other hand, industrial big data is targeted towards complex industrial processes and
is primarily applied in areas such as product fault diagnosis and prediction, analysis of
industrial production data, and optimization of production processes [3].

During the manufacturing process in the industrial sector, the wear and tear of com-
ponents is inevitably affected by various external factors. Improper production methods
resulting in component wear can not only reduce production efficiency but also lead to
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a decline in the precision and quality of produced parts, causing significant economic
losses to factories [4]. Predicting the degree of component wear is a crucial step towards
industrial production intelligence. Accurate wear prediction can provide reliable references
for adjusting the factory’s processing methods and serve as a basis for formulating new
processing plans, giving the production process a certain level of foresight. Additionally,
precise wear prediction can proactively warn against abnormal increases in wear, enabling
factories to mitigate potential loss risks, save production costs, and enhance productivity [5].
Therefore, research on predicting component wear has significant practical implications.

The prediction of wear degree in material components is based on a large amount of
historical data from the machining process to forecast future wear conditions. There are
many factors that contribute to component wear, such as machining duration, vertical force,
jaw rotation angle, torque, coefficient of friction at the contact surface, temperature, etc. It
can be seen that the wear data collected from the production line is a set of time-sequential
data composed of multiple variables. Therefore, wear degree prediction involves the study
of multivariate time series forecasting methods [6]. The research on wear degree prediction
algorithms conducted in this paper is based on existing time series forecasting algorithms.

The initial research on time series prediction used traditional statistical econometric
methods for modeling, including autoregressive models (AR), moving average models
(MA), autoregressive moving average models (ARMA), and autoregressive integrated
moving average models (ARIMA) [7], etc. Yongfeng Du et al. [8] proposed a structural
damage identification method based on time series analysis that uses the ratio of the resid-
ual of the identified working condition to the variance of the residual of the AR prediction
reference model as the damage indicator to identify structural damage. Sen Wu et al. [9]
constructed multiple original data matrices based on the acceleration AR model coefficient
vectors under non-damaged and unknown states using structural acceleration time series
to identify structural damage. Fang Liu et al. [10] proposed an online abnormality detection
method combining autoregression (AR) and wavelet to overcome the shortcomings of
process control time series abnormality detection and the characteristics of oscillation data
collected in the adjustment phase of control systems, and the method has been experimen-
tally proven to be practical. Hongyu Zhang et al. [11] established a single wind speed time
series model in a wind farm based on the ARMA model by connecting actual wind speed
sequences with regression analysis model time series through probability measurement
transformation. Yang Zhang et al. [12] proposed a network traffic combination prediction
model that uses ARMA to predict stationary sequences and ELM to predict non-stationary
sequences and achieved good results in experiments. Ronghuan Li et al. [13] established
a quantitative investment and trading portfolio model based on a multivariate periodic
ARMA model and predicted the trend of Bitcoin and gold account values. Yang J. et al. [14]
used the ARMA model and wavelet ARMA combination model to predict the passenger
flow of a subway station in Beijing, providing reference suggestions for urban rail transit
operations. Shaomin Zhu et al. [15] combined ARIMA with LSTM to predict the main
pump status of a nuclear power plant, and experimental results proved that the prediction
accuracy of the combined model is better than that of single ARIMA and LSTM models.
Yingruo Li et al. [16] conducted a long-term ozone concentration forecast study using the
ARIMA time series analysis model. However, the use of traditional statistical regression
models alone for time series prediction, although simple and fast, is difficult to deal with
complex, multi-featured, and nonlinear time series data.

In recent years, combination prediction models based on deep learning have begun to
receive widespread attention in the field of time series prediction, among which the most
popular is the combination of neural network models and attention mechanisms. Shun-Yao
S et al. [17] proposed a new attention mechanism, TPA, which is combined with RNN for
multi-variable prediction. Qingqing Huang et al. [18] proposed a method based on multi-
scale convolutional attention network fusion (MSCANF), which improves the accuracy
of tool wear prediction by constructing attention modules to fuse feature information at
different scales.
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Some scholars have optimized LSTM or Bi-LSTM networks and combined them
with various attention mechanisms to predict multi-feature time series in different ap-
plication scenarios. Hu J. et al. [19] considered that multivariate time series data have
different impacts on the target sequence in different time stages and designed a new
multi-level attention network to capture different impacts. The results show that the pre-
diction performance of the proposed model beats all baseline models on specific datasets.
Fu E et al. [20] proposed a new time series prediction model, Conv-LSTM, based on the
time self-attention mechanism, convolutional neural network, and LSTM. Compared with
six baseline models, the combined model achieved the best short-term prediction perfor-
mance on multiple real datasets. Abbasimehr et al. [21] combined LSTM and a multi-head
attention mechanism to predict multivariate time series.

Du S et al. [22] combined the attention mechanism with the encoder–decoder based on
the Bi-LSTM network to predict air quality with temporal characteristics, achieving good
experimental results. Chengsheng Pan et al. [23] proposed a network traffic anomaly detec-
tion method based on second feature extraction and Bi-LSTM-Attention, which achieved
abnormal detection of multi-class network traffic. Jiajin Zhang et al. [24] proposed a convo-
lutional neural network and bidirectional long-short-term memory network fusion model
based on attention mechanisms, which improved the accuracy of predicting the service life
of aircraft engines. Henghui Zhao et al. [25] proposed a short-term traffic flow prediction
model based on temporal and spatial attention (Bi-LSTM). By introducing an attention
mechanism, the problem of different impacts of input features at different times on traffic
flow prediction at the targeted time is solved. Although deep learning models with added
attention mechanisms can better capture the interrelationships between different features,
the problem of insensitivity to changes in input scales for neural network nonlinear models
has not been solved.

In light of the current research status mentioned above, this paper proposes a wear
prediction method based on the combination of deep learning and linear prediction models.
This method aims to predict wear degree by extracting time correlations with multiple
external factors such as vertical force, jaw angle, torque, and temperature. The predicted
results will then be corrected using the ARIMA model to improve the prediction accuracy.

2. Establishment of the Model

The neural network and linear autoregression combined prediction model proposed in
this paper (Figure 1) is based on the encoder–decoder structure [26]. The encoder–decoder
is an abstract concept for deep learning models. The encoder is responsible for transforming
the input into features, while the decoder transforms the features into targets. This structure
was first applied to machine translation and achieved excellent results. Later, researchers
began to consider its application to time series prediction and conducted a large amount of
research and experimentation, making significant progress. In the wear prediction model in
this article, the encoder represents the input data as a fixed-length vector, and the decoder
represents the vector generated by the encoder as the corresponding output result, which is
the predicted wear degree. However, a challenge with the encoder–decoder structure arises
as the length of the input sequence increases, causing the dilution of previous information
by subsequent inputs and significantly degrading its performance. To address this issue,
the feature attention mechanism and the temporal attention mechanism are introduced to
integrate with this structure.

The feature attention mechanism is first introduced to analyze the input data sequence,
and the weights of each feature under the temporal condition are set based on the contribution
of the prediction results, thereby obtaining the LSTM hidden state at the current time. Then,
the temporal attention mechanism is introduced to perform weighted calculations on the
hidden state information, analyze the correlation of the long time-series data on the wear
degree, decode the analysis results, and output them. Finally, considering the low sensitivity
of the input signal to the output feedback of the neural network model [27], Arima is used to
linearly correct the prediction result and optimize the wear degree prediction result.
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Figure 1. Wear prediction model diagram.

2.1. Encoder with Integrated Feature Attention Mechanism

Given a time series input matrix X generated from a wear data set, the matrix is
defined as X = (x1, x2, . . . , xT) ∈ Rn×T , where each xt is a vector that contains n features,
i.e., xt = (x1

t , x2
t , . . . , xn

t )
> ∈ Rn. T represents the length of the sequence matrix window,

and Rn×T represents the data size of the input sequence at time t. With the first T− 1 values
of the target sequence (y1, y2, . . . , yT−1) and (x1, x2, . . . , xT) as inputs, this model aims to
train and learn the mapping F from the input sequence to the current value of the target
sequence ŷT .

ŷT = F(y1, y2, . . . , yT−1, x1, x2, . . . , xT) (1)

The encoder in this article uses LSTM units, and each LSTM unit has a storage unit
state representation st at time t. The access to the storage unit is controlled by input gate it,
forget gate ft and output gate ot. The structure of the encoder is shown in Figure 2.
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The process of updating the hidden state of each encoder unit is represented by the
following formula:

ft = σ(W f [ht−1; xt] + b f ) (2)

it = σ(Wi[ht−1; xt] + bi) (3)
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ot = σ(Wo[ht−1; xt] + bo) (4)

st = ft � st−1 + it � tanh(Ws[ht−1; xt] + bs) (5)

ht = ot � tanh(st) (6)

Among them, [ht−1; xt] ∈ Rm+n (m represents the size of the hidden state) rep-
resents the concatenation of the previous hidden state ht−1 and the current input xt.
W f , Wi, Wo, Ws ∈ Rm×(m+n) and b f , bi, bo, bs ∈ Rm are the weight and bias terms that
need to be learned. σ refers to the Sigmoid function and � represents the element-wise
multiplication at corresponding positions in matrices.

The prediction of the wear level in this article involves multiple factors such as torque,
vertical force, turning angle, friction coefficient, and temperature, and there are complex
correlation relationships between these features. In order to better grasp the inherent
connections between the characteristics, this article uses a feature attention mechanism to
adaptively select relevant feature sequences. The attention weight ek

t of the local features
is obtained by referring to the LSTM unit’s previous hidden state ht−1 and unit state st−1.
The formula for the constructed attention mechanism is as follows:

ek
t = v>e tanh(We[ht−1; st−1] + Uexk) (7)

Among them, xk = (xk
1, xk

2, . . . , xk
T)
> ∈ RT represents the k-th input sequence within

the T step length, ve ∈ RT , We ∈ RT×2m and Ue ∈ RT×T are the weight and bias items that
need to be learned.

Then, the Softmax function is applied to ek
t for normalization to obtain αk

t , αk
t represents

the importance of the k-th feature at time t to the target sequence, and its calculation formula
is as follows:

αk
t =

exp(ek
t )

∑n
i=1 exp(ei

t)
(8)

Calculate the weighted sum of all input feature sequences, and use it as the output
x̃t = (α1

t x1
t , α2

t x2
t , . . . , αn

t xn
t )
>. Then, the hidden state of the LSTM encoder unit at time t can

be updated, which is the nonlinear mapping f1 from x̃t to ht:

ht = f1(ht−1, x̃t) (9)

2.2. Decoder with Integrated Temporal Attention Mechanism

The traditional encoder–decoder structure cannot capture long-term temporal rela-
tionships in input sequences. As the time series grows, the predictive performance of
this structure will deteriorate significantly. To solve this problem, the temporal attention
mechanism is introduced to perform weighted calculations on the hidden state information,
analyze the long time-series correlation of the wear degree data, decode the analysis results,
and finally output the prediction results ŷD

T .
The attention weights βi

t of each encoder’s hidden state at a given time t are calculated
based on the previous hidden state dt−1 of the decoder and the storage state s′t−1 of the
LSTM unit, as shown in the following Formula:

li
t = v>d tanh(Wd[dt−1; s′t−1] + Udhi), 1 ≤ i ≤ T (10)

βi
t =

exp(li
t)

∑T
j=1 exp(l j

t)
(11)
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In Formula (10), [dt−1; s′t−1] represents the concatenation of the previous hidden state
and unit state, vd, Wd and Ud are the parameter weights and bias terms to be learned. The
attention weight β obtained after normalization using the Softmax function represents the
importance of the i-th encoder hidden state at time t to the predicted target sequence. The
weighted sum of the encoder’s hidden states ct is calculated to serve as the input to the
corresponding decoder. The formula is as follows:

ct = ∑T
i=1 βi

thi (12)

The decoder’s hidden state at time t can be represented by combining ct with the
given first T − 1 target sequences, as follows:

ỹt−1 = w̃
>
[yt−1; ct−1] + b̃ (13)

dt = f2(dt−1, ỹt−1) (14)

The update formula for dt is similar to the update Formulas (2)–(5) of the encoder
hidden states ht. The updated dt can be express as:

dt = o′t � tanh(s′t) (15)

The mapping F from input sequence to predicted target sequence value ŷD
T can be

represented as:

ŷD
T = F(y1, y2, . . . , yT−1, x1, x2, . . . , xT)= v

>
y (Wy[dT ; cT ] + bw) + bv (16)

[dT ; cT ] represents their concatenation, parameter Wy and bw map it to the size of the
decoder’s hidden state, v represents weight values, and bv represents bias terms. ŷD

T is the
predicted wear result of the decoder output.

By analyzing the importance of different input positions through the temporal atten-
tion mechanism and adaptively optimizing the weight configuration, the adverse effects
caused by information dilution during the input process are alleviated, and the predictive
performance of the model for long time-series data is improved. Although the performance
has improved, there is still room for optimization in predicting real-world data sets with
large fluctuations.

2.3. Linear Autoregressive Component

Since various gates in the LSTM unit use non-linear activation functions to map input
signals to output signals, these activation functions tend to approach zero derivatives
when there is a large-scale change in input signals, resulting in a decrease in the learning
rate of the gradient descent algorithm, slow updating of network parameters, difficulty in
converging to the optimal solution [28], and a decrease in prediction accuracy.

To solve the above problem, this paper constructs a composite prediction model
using the linear autoregressive moving average model (ARIMA) to correct the non-linear
component ŷD

T and optimize the final prediction result. The ARIMA model construction
process is shown in Figure 3.
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The time series data used for wear prediction is non-stationary. Firstly, it is necessary
to determine the order of differencing d to perform the differencing operation and conduct
a stationarity test to obtain a relatively stationary time series. Then, the auto-correlation
Function (ACF) and partial auto-correlation function (PACF) of the stationary time series
are respectively calculated, and the corresponding order is obtained based on the auto-
correlation and partial autocorrelation plots. Finally, the optimal order values p and q
are obtained through parameter estimation to complete the construction of the ARIMA
model. The prediction component obtained based on this model is represented as ŷL

T . The
prediction result output by the overall composite model is shown below:

ŷT = ϕŷL
T + γŷD

T (17)

ϕ and γ are two hyperparameters. ŷL
T represents the linear prediction component and ŷD

T
represents the non-linear prediction component.

The predicted results of the combination of linear components make up for the inherent
deficiency of neural networks’ insensitivity to scale, allowing them to output more accurate
predicted results at different scales of input sequences, thereby improving the model’s
generalization ability and stability.

3. Experimental Design and Verification
3.1. Dataset Description and Preprocessing

Dataset 1: The bearing wear dataset used in this paper is obtained from a parts
quality monitoring center located in Changchun, Jilin Province, China. This institution
has a collaborative relationship with the School of Computer Science and Technology
at Changchun University of Science and Technology. All the data were collected on the
experimental platform provided by this institution. The experimental platform is shown in
Figure 4. Part of the data set sequence is shown in Figure 5.

The experimental bearings used are double-row radial ball bearings (SKF 2204E-
2RS1TN9). An AC motor rotates at a constant speed of 3000 RPM and is connected to the
bearings through a friction belt. The bearing material is high-carbon chromium bearing
steel (GCr15) with an outer ring diameter of 47 mm, an inner ring diameter of 20 mm, a
radial load of 11.5 kN, and a torque load of 0.7 N·m. The collected data consists of nine
features: vertical force, jaw angle, torque, torque peak value, torque valley value, friction
coefficient, bearing temperature, operating time, and wear amount. Torque is measured
using a torque sensor with a range of 500 N·m. The jaw angle is measured using a wire
encoder, and angular displacement (angular velocity) is detected using an optical encoder.
The bearing wear amount is measured using a laser distance sensor. The force on the
bearing is measured using a load sensor. The sampling frequency is set at 20 kHz, with
measurements taken at regular intervals to capture the bearing wear amount. The collected
data is divided into a 70% training set and a 30% testing set. This dataset is utilized in both
Experiment 1 and Experiment 2.
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Dataset 2: NASA Milling Cutter Wear Dataset [29]. This data is sourced from publicly
available milling cutter wear experimental data conducted by NASA laboratories. The data
collection was performed during dry milling and roughing operations under various cutting
parameters and conditions. The experiment utilized six sensors, including two vibration
sensors, two current sensors, and two acoustic emission sensors. The collected data consists
of six features: table vibration, spindle vibration, AC spindle motor current, DC spindle
motor current, acoustic emission at the table, and acoustic emission at the spindle. The
sampling frequency was set at 100 kHz, resulting in a total of six-channel signals. A total
of sixteen 6-flute milling cutters (KC710) were tested in the experiment. Each cutter was
machined in a brand-new state, and the tool wear was measured using a microscope at
regular intervals until the wear reached a certain level and the experiment was stopped.
Two feed rates, 0.5 mm/rev and 0.25 mm/rev, which translate into 413 mm/min and
206.5 mm/min, and two radial cutting depths, 0.75 mm and 1.5 mm, were selected as
milling parameters. The experiment included two types of tool materials: cast iron and
stainless steel. This paper selected data from tools 3, 9, and 13 and created three test cases,
C3, C9, and C13, respectively, for method validation, where C3 and C9 were used as the
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training sets and C13 was used as the testing set. This dataset is utilized in Experiment 3.
Table 1 represents the processing conditions corresponding to three types of cutting tools.

Table 1. NASA Milling Dataset tool processing conditions.

Case Depth of Cut (mm) Feed (mm/Rev) Material

3 0.75 0.25 Cast iron
9 1.5 0.5 Cast iron
13 0.75 0.25 Steel

As mentioned in the introduction of this paper, industrial big data has many uses and
can be applied in industrial modeling, prediction, control, decision-making, optimization,
fault diagnosis, etc. However, the pursuit of stability and reliability in the industry sets
high requirements for data quality in these applications. Specifically, data generated in
industrial processes is prone to noise, missing values, and outliers due to sensor failures,
human operational factors, and system errors. Using such data directly for analysis can
have a severe negative impact on the accuracy and reliability of models. Therefore, prior to
modeling, it is often necessary to preprocess the data, eliminating noise, correcting incon-
sistencies, and identifying and removing outliers, in order to enhance model robustness
and prevent overfitting.

By visualizing the collected data samples, two main types of data defects can be
identified: invalid data and outlier data. Invalid data typically occurs during the initial
startup phase of the experimental platform. Since the dataset itself is large and the propor-
tion of invalid data is relatively small, a direct deletion approach is employed to handle
invalid data. On the other hand, outlier data in the dataset often manifests as sudden
amplitude changes in one or several data points due to certain reasons. In this study, a
sliding window median filtering method (Hampel filtering) is utilized for outlier data
processing. The effect of outlier data and invalid data processing is shown in Figure 6.
First, a sample size k is set, and the window size is defined as 2k + 1. An upper and lower
bound coefficient nδ is specified. Subsequently, using a sliding window approach, the local
standard deviation xδ and the local estimated median xm are calculated for each sample.
Finally, the upper and lower bounds for outlier detection are determined. Finally, the upper
bound of outlier values is calculated as upbound = xm + nδ + xδ, while the lower bound
is calculated as downbound = xm − nδ × xδ. If a sample value exceeds the upper bound
or falls below the lower bound, it is replaced with the estimated median xm. There is no
fixed standard for determining the value of the sliding window size. It is necessary to
choose an appropriate window length based on the actual data characteristics and filtering
effectiveness. In general, the higher the data sampling frequency and the more sampling
points available, the larger the window length can be, and vice versa. If the data has a
faster rate of change, the window length should be reduced accordingly to capture the data
changes in a timely manner, while it can be increased if the rate of change is slower. A
common rule of thumb is to choose a window size of around 5% to 15% of the length of the
time data sequence. The usefulness of the procedure depends on the specific characteristics
of the dataset and the goals of the analysis. Both limited and large datasets can benefit from
the sliding window median filtering (Hampel filtering) procedure for handling outliers.
With a limited dataset, sliding window median filtering can still be useful for identifying
and mitigating outliers. It can help smooth the data and identify potential anomalies within
the available observations. However, it is important to be cautious, as the effectiveness
of the procedure may be limited by the small sample size. The statistical robustness of
the results may decrease when the dataset is small. With a large dataset, sliding window
median filtering can still be valuable for outlier detection and correction. It can provide
a means to identify and handle outliers in a more efficient manner. Additionally, larger
datasets often provide more reliable statistical estimates, which can enhance the accuracy
of the sliding window median filtering process. In summary, while both limited and large
datasets can benefit from the sliding window median filtering procedure, it is important to
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consider the limitations of the dataset size. A larger dataset generally provides more robust
results and statistical estimates. However, even with a limited dataset, the procedure can
still be useful for detecting and handling outliers, but the interpretability of the results
should be approached with caution.

Appl. Sci. 2023, 13, x FOR PEER REVIEW 10 of 16 
 

 

sampling points available, the larger the window length can be, and vice versa. If the data 
has a faster rate of change, the window length should be reduced accordingly to capture 
the data changes in a timely manner, while it can be increased if the rate of change is 
slower. A common rule of thumb is to choose a window size of around 5% to 15% of the 
length of the time data sequence. The usefulness of the procedure depends on the specific 
characteristics of the dataset and the goals of the analysis. Both limited and large datasets 
can benefit from the sliding window median filtering (Hampel filtering) procedure for 
handling outliers. With a limited dataset, sliding window median filtering can still be use-
ful for identifying and mitigating outliers. It can help smooth the data and identify poten-
tial anomalies within the available observations. However, it is important to be cautious, 
as the effectiveness of the procedure may be limited by the small sample size. The statis-
tical robustness of the results may decrease when the dataset is small. With a large dataset, 
sliding window median filtering can still be valuable for outlier detection and correction. 
It can provide a means to identify and handle outliers in a more efficient manner. Addi-
tionally, larger datasets often provide more reliable statistical estimates, which can en-
hance the accuracy of the sliding window median filtering process. In summary, while 
both limited and large datasets can benefit from the sliding window median filtering pro-
cedure, it is important to consider the limitations of the dataset size. A larger dataset gen-
erally provides more robust results and statistical estimates. However, even with a limited 
dataset, the procedure can still be useful for detecting and handling outliers, but the in-
terpretability of the results should be approached with caution. 

By performing operations such as analysis and handling of invalid data, outlier lo-
calization analysis, and data filtering on the original data from the wear dataset, a solid 
foundation is established for the subsequent experiments. 

 
Figure 6. Visualization of handling outlier data and invalid data. 

3.2. Model Parameters 
The experimental environment was configured with an AMD R5 5500U (2.10 GHz) 

and 16 GB of RAM. The programming language used was Python 3.6, and the deep learn-
ing experiments were completed using the TensorFlow framework. The parameter set-
tings for the prediction model training are shown in Table 2. The setting of learning rates 
in Table 2 is manually determined based on empirical experience. If the learning rate is 
too large, it may not converge to the local optimal solution, while setting it too small can 
result in slow convergence of the model and potential overfitting. In this study, the initial 
learning rates are set to 0.1, 0.01, 0.001, 0.0001, etc., to observe the loss during the initial 

Figure 6. Visualization of handling outlier data and invalid data.

By performing operations such as analysis and handling of invalid data, outlier
localization analysis, and data filtering on the original data from the wear dataset, a solid
foundation is established for the subsequent experiments.

3.2. Model Parameters

The experimental environment was configured with an AMD R5 5500U (2.10 GHz)
and 16 GB of RAM. The programming language used was Python 3.6, and the deep learning
experiments were completed using the TensorFlow framework. The parameter settings for
the prediction model training are shown in Table 2. The setting of learning rates in Table 2
is manually determined based on empirical experience. If the learning rate is too large, it
may not converge to the local optimal solution, while setting it too small can result in slow
convergence of the model and potential overfitting. In this study, the initial learning rates
are set to 0.1, 0.01, 0.001, 0.0001, etc., to observe the loss during the initial epochs of the
network. Eventually, a learning rate of 0.01 is selected. The model reduces the learning
rate by 5% every 10,000 iterations. The sensors record a total of nine features: vertical
force, jaw angle, torque, torque peak value, torque valley value, friction coefficient, bearing
temperature, operating time, and wear amount. The Adam algorithm was used as the
optimizer for model training.

Table 2. Forecast model parameter setting table.

Parameters Parameter Value

Number of sensors 9
Learning rate 0.01

Time step 12
Encoder hidden unit size 64
Decoder hidden unit size 64

Epochs 100
Batch_size 128
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3.3. Evaluation Metrics

When using a combined model for prediction and comparing the prediction perfor-
mance of different models, this paper uses the following evaluation metrics: root mean
square error (RMSE), mean absolute error (MAE), mean absolute percentage error (MAPE),
and R2, corresponding to the calculation Formulas (18)–(21):

RMSE =

√
1
n∑n

i=1 (ŷi − yi)
2 (18)

MAE =
1
n∑n

i=1|ŷi − yi| (19)

MAPE =
1
n∑n

i=1

∣∣∣∣ ŷi − yi
yi

∣∣∣∣× 100% (20)

R2 = 1− ∑n
i=1 (yi − ŷi)

2

∑n
i=1 (yi − yi)

2 (21)

where yi represents the true value of wear at time t, ŷi is the result obtained by the model
prediction, and yi is the mean value of the true wear data.

3.4. Experimental Results and Analysis

Experiment 1: Performance analysis of an algorithm with an attention fusion mechanism.
Targeting the issue of low prediction accuracy for long-term sequential data in encoder–

decoder architectures, the performance of the algorithm is improved by incorporating
feature attention mechanisms and temporal attention mechanisms to handle long sequence
information. To prove the effectiveness of the algorithm with the fusion of dual attention
mechanisms, a comparative prediction experiment was conducted using a single attention
mechanism and a dual attention mechanism, and the experimental results are shown in
Table 3.

Table 3. Performance comparison of models using different attention mechanisms.

FA-Encoder-Decoder TA-Encoder-Decoder DA-Encoder-Decoder

MAE 4.0360 3.7793 3.2247
RMSE 5.2999 4.3308 3.7151

MAPE (%) 12.2204 12.1663 9.4890
R2 0.8362 0.8495 0.8751

From the data in Table 3, compared with the FA-Encoder-Decoder that uses the
feature attention mechanism alone, the DA-Encoder-Decoder model has improved by
0.8113, 1.5848, 2.7314 (%), and 0.0389 in the four indicators of MAE, RMSE, MAPE, and
R2, which confirms the significant gain of adding the temporal attention mechanism for
predicting long-term sequence data. Compared with the TA-Encoder-Decoder that uses the
temporal attention mechanism alone, the DA-Encoder-Decoder model has improved by
0.5546, 0.6157, 2.6773 (%), and 0.0256 in the four indicators, confirming the effectiveness
of adding the feature attention mechanism to improve the prediction indicators. The
visualized comparative results are shown in Figure 7, with the red line representing the
model with the fusion of dual attention mechanisms, which has a higher degree of fit
between the prediction curve and the true value compared to the other two models with
single attention mechanisms. The reason for this is that the feature attention mechanism
can adaptively select more important features according to the contribution of each feature
to the wearer, while the temporal attention mechanism can solve the problem of diluted
information caused by long sequence input. Therefore, the joint action of these two attention
mechanisms has a better prediction effect.
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Experiment 2: Performance validation of an algorithm with linear autoregressive
component optimization.

In order to address the problem of neural network models being insensitive to input
data with large-scale changes, the ARIMA linear model is introduced to optimize the
prediction results. To verify the effectiveness of the improved combined prediction model,
the long short-term memory network (LSTM), gated recurrent unit (GRU), and Stacked
auto-encoder (SAEs) [30] were selected for comparative experiments. The dataset remained
the same, and the experimental results are shown in Table 4.

Table 4. Comparison of performance between combined prediction models and other basic algorithms.

LSTM GRU SAEs DA-Encoder-Decoder DA + ARIMA

MAE 4.2118 4.2412 5.5647 3.2247 3.1658
RMSE 6.5832 6.6207 8.1053 3.7151 3.5920

MAPE (%) 13.4629 13.5573 15.6877 9.4890 9.2382
R2 0.8264 0.8186 0.8025 0.8751 0.8895

From the data in Table 4, it can be seen that the DA-Encoder-Decoder prediction model
with dual attention mechanisms is superior to the three basic neural network prediction
models, LSTM, GRU, and SAEs, in four evaluation indicators. After introducing ARIMA,
the DA + ARIMA combined prediction model can further improve the predictive ability
by about 1.8%, 3.3%, 2.6%, and 1.6% on four evaluation indicators. The visualization
comparison of the experiment is shown in Figures 8 and 9. The figures intuitively indicate
that under the conditions of drastic changes in input data scale, the prediction errors of the
three basic neural network algorithms are relatively large. The prediction curve fitting effect
of the dual attention mechanism model is improved, but the problem of error still exists.
After introducing the linear component, the combined model exhibits the closest fitting
accuracy between the prediction curve and the ground truth, effectively correcting errors.
This indicates that neural network models may suffer from reduced sensitivity to changes in
input signals and decreased prediction accuracy due to their nonlinear characteristics. The
combination prediction model optimizes performance by incorporating linear prediction
components, achieving the goal of improving wear degree prediction. The experimental
results demonstrate its effectiveness.
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Experiment 3: Comparative experiments on the publicly available NASA dataset.
From Experiments 1 and 2, it can be observed that the proposed wear prediction

method in this paper outperforms other baseline models significantly. This demonstrates
the effectiveness of the trained model for wear prediction proposed in this study. Addition-
ally, considering the limitation of a single dataset, in Experiment 3, the publicly available
NASA milling tool wear data was used to predict tool wear under different conditions and
parameters, further validating the effectiveness of the proposed method and confirming the
conclusions drawn from the analysis. Furthermore, a comparative analysis was conducted
between the algorithm studied in this paper and recent works on wear prediction, aiming
to validate the universality and robustness of the algorithm.

In this section, the APCANet-MP-SVR (Activated PCANet with max pooling and sup-
port vector regression) model [31] and the SE-IDANN (sample expansion and improved
domain adversarial training of neural networks) model [32] were used as comparative mod-
els. The APCANet-MP-SVR model improves tool wear prediction accuracy by optimizing
the principal component analysis model (PCANet). The SE-IDANN model addresses the
challenge of weak tool wear features by enhancing the domain adversarial neural network
(DANN), enabling accurate prediction of tool wear quantity. The fitting curves of the
comparative experiments on the NASA milling tool wear dataset are shown in Figure 10,
and the results of the comparative experiments are presented in Table 5.



Appl. Sci. 2023, 13, 9026 14 of 16

Appl. Sci. 2023, 13, x FOR PEER REVIEW 14 of 16 
 

 

 
Figure 9. Wear prediction results of the combination prediction model with added linear autoregres-
sive component. 

In this section, the APCANet-MP-SVR (Activated PCANet with max pooling and 
support vector regression) model [31] and the SE-IDANN (sample expansion and im-
proved domain adversarial training of neural networks) model [32] were used as compar-
ative models. The APCANet-MP-SVR model improves tool wear prediction accuracy by 
optimizing the principal component analysis model (PCANet). The SE-IDANN model ad-
dresses the challenge of weak tool wear features by enhancing the domain adversarial 
neural network (DANN), enabling accurate prediction of tool wear quantity. The fitting 
curves of the comparative experiments on the NASA milling tool wear dataset are shown 
in Figure 10, and the results of the comparative experiments are presented in Table 5. 

 
Figure 10. Milling cutter wear prediction fitting curve of NASA. 

From the data in Table 5, the R2 values (used to measure the goodness of fit, where a 
value closer to 1 indicates better model performance) for different models on the dataset 
are all above 0.85, and the models demonstrated relatively stable accuracy in prediction. 
The DA + ARIMA model outperforms the APCANet-MP-SVR model and the SE-IDANN 
model in all three different test cases. The DA + ARIMA model achieves a 4.05%, 2.14%, 
and 4.02% higher R2 value than the APCANet-MP-SVR model and a 4.62%, 3.42%, and 
4.52% higher R2 value than the SE-IDANN model in the respective test cases. Additionally, 

Figure 10. Milling cutter wear prediction fitting curve of NASA.

Table 5. Results of different methods in NASA dataset.

C3 C9 C13

MAE RMSE MAPE R2 MAE RMSE MAPE R2 MAE RMSE MAPE R2

APCANet-MP-SVR 6.0817 7.1130 10.2275 0.8624 6.4311 6.9712 9.9602 0.8698 5.8042 6.4223 9.3317 0.8795
SE-IDANN 6.2389 7.2687 10.4690 0.8577 6.5948 7.2161 10.1475 0.8590 6.0038 6.5489 9.5654 0.8753

DA-E-D 5.8122 5.9293 9.9954 0.8749 6.1608 6.7684 9.7728 0.8705 5.6481 6.1549 9.1926 0.8920
DA + ARIMA 2.9209 3.4126 9.1732 0.8973 2.9133 3.4561 9.5378 0.8884 2.4360 2.9319 8.9006 0.9149

From the data in Table 5, the R2 values (used to measure the goodness of fit, where a
value closer to 1 indicates better model performance) for different models on the dataset are
all above 0.85, and the models demonstrated relatively stable accuracy in prediction. The
DA + ARIMA model outperforms the APCANet-MP-SVR model and the SE-IDANN model
in all three different test cases. The DA + ARIMA model achieves a 4.05%, 2.14%, and 4.02%
higher R2 value than the APCANet-MP-SVR model and a 4.62%, 3.42%, and 4.52% higher R2

value than the SE-IDANN model in the respective test cases. Additionally, it can be observed
that the DA-Encoder-Decoder model also exhibits slightly higher prediction performance
compared to the two comparative models. The comparison metrics listed in Table 5 further
validate the performance of the proposed model in this study, indicating its robustness.

4. Conclusions

To address the problem of poor long-sequence data prediction ability in the encoder-
decoder structure for wear prediction analysis, a dual attention mechanism prediction
model is proposed. The model integrates a feature attention mechanism to calculate the
weight of each input feature at the current time and enhance the influence of important
features on the prediction results. It also integrates a temporal attention mechanism to
optimize the weighting of the hidden state information of the encoder and capture the long-
term correlation of input data. To address the problem of low sensitivity of output feedback
to input signal changes in neural networks, the ARIMA model is used to linearly correct
the prediction results and further optimize the wear prediction results. The performance
of the model with different attention mechanisms was tested on a real-world dataset, and
a comparison experiment was designed between the combination prediction model and
other prediction models. The results show that the combination prediction model has a
significant advantage in improving wear prediction accuracy.
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