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Abstract: Optical networks-on-chip (NoCs) have emerged as a next-generation solution to over-
come the limitations of electrical NoCs. In particular, wavelength-routed optical networks-on-chip
(WRONOoCs) are well known for their high bandwidth and ultra-low signal delay. Despite these
advantages, WRONo0Cs are challenged by reliability concerns, because the main components in
WRONOCs, i.e., microring resonators (MRRs), are susceptible to fabrication inaccuracies. When
an MRR along a signal path is defective, the signal transmitted on that path will fail to reach its
designated destination, which leads to transmission errors and data loss. In this work, we propose a
fault-tolerant WRONoC topology, LightR, which provides two independent signal paths for each
master—slave pair to tolerate defective MRRs. Moreover, we minimize the MRR usage to enhance the
reliability of the WRONoCs. The experimental results show that LightR is able to provide a higher
reliability with a modest MRR usage, insertion loss, and crosstalk noise. As the fault rate or the
network size grows, the advantages of LightR in terms of the fault tolerance become even more signif-
icant. For example, when considering the 3% fault rate of MRRs and a 64-master x 64-slave network,
LightR decreases the number of error signals by 85-90% compared to the typical state-of-the-art
WRONOC topologies.

Keywords: wavelength-routed optical networks-on-chip; fault-tolerant topology; reliability

1. Introduction

Stimulated by recent breakthroughs in silicon photonics, optical networks-on-chip
(ONoCs) have emerged as a next-generation solution to overcome the bandwidth and
energy limitations of the electrical interconnects in multiprocessor system-on-chip (MP-
50C) [1,2]. As the name suggests, ONoCs use optical signals to transmit data [2]. Taking
advantage of the wavelength-division multiplexing (WDM) technology and the ultra-low
propagation delay of light in silicon, ONoCs promise to meet the high bandwidth demands
while maintaining low latency and power [3].

Current ONoC architectures can be classified into two categories: control-networks-
based and wavelength-routed [3]. On control-networks-based ONoCs, before a sender (mas-
ter) can transmit data to a receiver (slave), a signal path needs to be reserved through an ad-
ditional control network [4,5]. On the other hand, wavelength-routed ONoCs (WRONoCs)
fix collision-free signal paths between all master—slave pairs at the time of the design so
that all masters can communicate to all slaves simultaneously [6-10]. Therefore, WRONoCs
are free from the energy and latency overhead for arbitration and are gaining increasing
research interest.

Typically, the WRONoC design is divided into two consecutive steps: a topological and
a physical design. A WRONoC topology specifies the interconnection and configuration of
the network components, and a physical tool implements the interconnection of the input
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topology on a layout plane [11]. Figure 1a shows a simple WRONoC topology, where one
master sends signals to three slaves. The signals sent from the master are modulated on
three different wavelengths, represented by the blue, red, and green arrows. The signals
travel along the same waveguide until they are demultiplexed by different optical switching
elements (OSEs). Figure 1b shows one typical structure of the 2-input x 2-output OSEs,
called a crossing switching element (CSE). A 2 x 2 CSE consists of a pair of orthogonal
waveguides and two microring resonators (MRRs) configured to be on-resonance with the
wavelength A;. As shown in Figure 1c, when signals on A; enter the CSE, they are coupled
to the MRR and experience a 90° change in their propagation directions. On the other hand,
when signals on the wavelengths other than A; enter the CSE, they will pass through the
CSE and keep their propagation directions, as shown in Figure 1d.
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Figure 1. (a) A simple WRONOoC topology. (b) A 2x2 CSE structure. (c) On-resonance signals
change their propagation directions. (d) Off-resonance signals pass through the CSE without
direction change.

Due to the complexity of the manufacturing process, MRRs are susceptible to fabri-
cation errors [12-14]. Defective MRRs can cause malfunctions and even data loss in
WRONOCs, which lowers the fabrication yield. For example, if the MRR in OSE; shown
in Figure 2 is defective and fails to resonate with its designed wavelength A;, the signal
on A; will fail to reach Slave;, causing data loss. Therefore, enhancing the reliability of
WRONOCs is of great importance.
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Figure 2. The MRR in OSE; is defective and the signal on A; fails to be coupled to the MRR.

However, current WRONoC topologies have rarely considered fault tolerance. For
most WRONoC topologies, only one fixed signal path is reserved for each master—slave pair
that requires communication. When an MRR along the designated signal path is defective,
there is no available resource to re-arrange a new path for the signal. To the best of our
knowledge, RobustONoC [15] was the only work that considered fault tolerance in the
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WRONOC topology design. For a given topology, RobustONoC modifies the topological
structure by inserting backup MRRs and waveguides to enable the deviated signals to
return to their planned paths. However, RobustONoC requires roughly twice the number
of MRRs in the original topology as backups. More importantly, RobustONoC assumes that
only one single fault will appear in each WRONoC topology, regardless of the network size,
which is rather unrealistic. In fact, there can be multiple malfunctioning MRRs, especially
for large networks consisting of many MRRs. Therefore, there remains a need for a more
realistic fault model, as well as a scalable and fault-tolerant WRONoC topology.
We summarize the main contributions of this paper as follows:

*  We propose a new WRONOC fault model addressing the different fault rates of MRRs,
thereby removing the impractical assumption in the state-of-the-art fault model that
only one malfunctioning MRR will exist regardless of the size of the networks.

¢  We propose the first fault-tolerant WRONoC topology, LightR, as an extension of the
Light topology [16]. Compared to Light, which reserves only one signal path for each
master-slave pair, LightR enhances reliability by providing two independent signal
paths to each master—slave pair that requires communication.

e We greatly reduce the MRR usage compared to the state-of-the-art fault-tolerant
WRONOC design method.

We evaluate the performance of LightR by comparing it to three state-of-the-art topolo-
gies, A-router [17], GWOR [18], and Light [16], and to the state-of-the-art fault-tolerant
design method for topologies, RobustONoC [15]. The experimental results show that
LightR provides higher reliability with a modest MRR usage. For example, consider-
ing the 3% fault rate for a 64-node network, LightR decreases the number of erroneous
communications by 85-90% compared to the state-of-the-art topologies.

2. Background
2.1. Parallel Switching Elements

In ONoCs, OSEs have various structures. Aside from the CSE, shown in Figure 1b,
another typical structure of OSEs is called the parallel switching element (PSE). In a PSE, an
MRR is placed between a pair of parallel waveguides so that signals entering the PSE will
experience a 180-degree direction change [16]. Figure 3 illustrates the working mechanism
of a PSE. Compared to the CSE, where two MRRs are placed close to a pair of crossed
waveguides, a PSE avoids the crossing loss and crosstalk noise generated by the waveguide
crossing and requires only one MRR to route the signals among two inputs and two outputs.
Considering these advantages, a PSE is considered as an appealing component to construct
WRONOoCs [2].
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Figure 3. A 2 x 2 PSE supports (a) two on-resonance signals and (b) two off-resonance signals.

2.2. Performance Factors

In ONoCs, insertion loss and crosstalk noise are two important performance factors,
which can decrease the signal-to-noise ratio (SNR) and cause power penalties [19].

Insertion loss is the power loss of signals. Typically, in a WRONoC topology, the
insertion loss of a signal can be considered as the summation of three main losses [6,16]:
the crossing loss that depends on the number of waveguide crossings that the signal passes;
the drop loss when the signal is on-resonance with an MRR; the through loss when the
signal passes through an off-resonance MRR. In particular, the worst-case insertion loss of



Appl. Sci. 2023,13, 8871

40f 15

a WRONOoC topology is the maximum insertion loss of all signals, which determines the
power consumption of the network.

Crosstalk noise refers to the noise signals generated at MRRs and waveguide cross-
ings [19]. As shown in Figure 4, when a signal passes through a waveguide crossing or
an off-resonance MRR, or when a signal is on-resonance with an MRR, a portion of the
signal power will leak to other outputs and become noise. Noise generated by the original
signals is denoted as the first-order noise and has the same wavelength as the original
signals [20]. When a noise signal reaches a slave, it will decrease the SNR of the desired
signals on the same wavelength. Specifically, the SNR of a signal on wavelength A; is

P

output

calculated as 10log—3, where P;thut

denotes the output power of the desired signal, and

P;\ . i<, denotes the power of the noise signals [20]. For the calculation of the SNR, we only
consider the first-order noise, since the power of the noise generated by other noise signals

is relatively small.
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Figure 4. The first-order noise is generated (a) when a signal passes a waveguide crossing, (b) when
a signal passes an off-resonance MRR, and (c¢) when a signal is on-resonance with an MRR.

2.3. MRR Faults and Signal Faults

An MRR fault can either be temporary or permanent [13]. Temporary faults are caused
by environmental changes. For example, a change of 1°C in temperature can shift the
resonant wavelength of an MRR by 0.1nm, which causes the MRR to resonate with a
different wavelength than was intended [13,14]. Some researchers have worked on that
problem and proposed some ONoC resilience techniques, such as trimming [21], to correct
the faults. On the other hand, permanent faults are caused by fabrication errors. For
example, some changes in the physical dimensions, e.g., the radius of the MRRs, the width
of the waveguides, and the thickness of the wafer, can affect the resonant wavelengths
of the MRRs [14,22]. These permanent faults cannot be corrected by those resilience
techniques. Therefore, permanent faults, which can significantly lower the fabrication yield
of WRONOoCs, should be carefully considered in the design phase, not as an afterthought.

When an MRR is permanently faulty, its resonant wavelength deviates from its des-
ignated wavelength, which causes two types of signal faults: stuck-at-zero (s-a-0) and
stuck-at-one (s-a-1). The s-a-0 signal fault is that a signal fails to be coupled to the MRR,
which is designed to be on-resonance with the signal. As shown in Figure 5a, the MRRs do
not resonate with the designated wavelength, and thus the signals cannot be coupled to the
MRRs and suffer the s-a-0 faults. On the other hand, a signal suffers an s-a-1 fault when it is
coupled to an MRR that is not designated to be on-resonance with the signal. For example,
the MRRs designed to resonate with A; are now resonant with another wavelength A;, and
the signals on A; are coupled to the MRRs as shown in Figure 5b. When a signal suffers
either an s-a-0 or s-a-1 fault, it deviates from its planned propagation direction and may
fail to reach its designated destination. As a result, the data carried on the signals are lost,
which raises the reliability concern of WRONoCs.
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Figure 5. (a) The s-a-0 signal fault. (b) The s-a-1 signal fault.
2.4. State-of-the-Art WRONoC Topologies

For each master—slave pair that requires communication, state-of-the-art WRONoC
topologies construct one fixed signal path [6,16-18,23]. In addition, most topologies, such as
A-router [17], Snake [23], and GWOR [18], use CSEs with two identical MRRs, where each
MRR is designed to be on-resonance with one signal, which corresponds to one signal path.

Figure 6a shows the logic scheme of a 4 x 4 A-router, which consists of six CSEs. For
example, the MRRs of the top-left CSE are on-resonance with the signals from m1; to s3 and
from m; to sy, respectively.

Figure 6b shows the logic scheme of a 4 x 4 Hash [16], which uses PSEs instead of
CSEs. In the Hash, the MRR of a PSE is configured to be on-resonance with two signals. For
example, the signals from m, to s4 and from m; to s3, represented by red lines in Figure 6b,
are coupled to the MRR of the top-left PSE.

CSE
m, Sy m S
o l_ ILl PSE |1
sz ....... l .......... O— s E &)
® o[ %4 == m2
2
" ®® ) @® i e ®I )
m4J | » S4 !3 ms
) (b)

Figure 6. (a) A 4 x 4 A-router. (b) A 4 x 4 Hash.

3. LightR: An N X N Scalable and Fault-Tolerant WRONoC Topology

To enhance the reliability of WRONoCs, we propose a scalable and fault-tolerant
topology: LightR using the HashR as a basic building block. Inspired by the Hash, we
propose the HashR, which can be considered a 4 x 4 WRONoC topology that reserves
two independent paths between a master-slave pair that requires communication. We
denote each IP-core consisting of a master and a slave as a node and apply a common
assumption that each node communicates with all other nodes except for itself [6,16,18,24].
In other words, the HashR considers 12 communications among four nodes. In Section 3.1,
we introduce the logic scheme of the HashR. To support communications in any network
size, we used the HashR to construct an N x N LightR by connecting the waveguides
and configuring the wavelengths of the MRRs. We introduce the methods of waveguide
connections and wavelength configuration in Sections 3.2 and 3.3, respectively.
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3.1. Logic Scheme of HashR

As shown in Figure 7, the HashR consists of eight PSEs configured on four wavelengths.
For each communication from a master to a slave, the HashR reserves two independent
signal paths, i.e., the signal paths are constructed with different routing resources. For
example, Figure 7 shows two signal paths reserved for the communication from m; to s4.
Specifically, two signals on A1 and Ay, represented by red and sky-blue lines, are coupled
to the upper-left MRRs and reach s4. When an MRR is defective along a signal path, the
master can still communicate with the slave using another signal path. For example, the
top-left MRR, highlighted by a black dashed square in Figure 8a, is defective and resonant
with A3. The signals on A and A3 from m; suffer the s-a-0 and the s-a-1 fault, respectively.
Nevertheless, m; can still communicate with s, and s; using the signals on A4 and A,,
respectively, as shown in Figure 8b.

nmq my msg My
81 X A3, A4 As,Ae Aq, A

82 | Az, Ag X A, A2 As, Ag

s3 | As, A A1, A2 X A3, Ay

sy | A A2 As,Ae Az, Ay X

Figure 7. The logic scheme of the HashR.

The matrix in Figure 7 shows the wavelengths used by all communications. For
example, m1; communicates with s, using wavelengths A3 and A4. The signals from 1
follow the waveguide connected to s3 until it is coupled to the bottom-left MRRs as shown
in Figure 7. If a master is directly connected to a slave by a waveguide, the wavelengths
of the signal can be any wavelength except for the resonant wavelengths of all the MRRs
along the path. For example, m; communicates with s3 on wavelengths A5 and Ag.

The HashR supports 24 signal paths for the 12 communications among four nodes
using only eight MRRs, which is the least possible MRR usage. Specifically, among the
24 signal paths, the HashR directly connects two nodes with waveguides and supports
eight signal paths that do not rely on MRRs, such as the paths reserved for the signals on A5
and A4 from m4 to s3; moreover, for the 16 signal paths that rely on MRRs, the HashR uses
only eight MRRs to form eight PSEs, each of which routes two signals, and thus reduces
the MRR usage by half compared to the CSEs with two identical MRRs.

ml S]_ ml S]_
)\3%1 = | Ay |A4_
S4 4”‘2 )& m, S, [I® ®® m,
WV ]
53 m3 S3 m3

(@) (b)

Figure 8. (a) The signals on A and A3 suffer the s-a-0 and s-a-1 fault, respectively. (b) 711 communi-
cates with s, and s4 using the signals on A4 and A, respectively.
3.2. Waveguide Connections

To constructan N x N LightR, we need [5([5] —1)/2 HashRs [16]. Figure 9 shows
the general structure of an N x N LightR, which can be formed by the following steps:
(1) Place [§7]—1— (k— 1) HashRs horizontally in the k-th row with 1 < k < [§] — 1.

Connect the left ports of each HashR with its left neighbor.
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(2) Connect the bottom ports of the HashR to its bottom neighbor except for the one at the
rightmost end of each row. Connect the bottom ports of the HashR at the rightmost
end of each row to its bottom left neighbor.

(38) Connect the upper ports of the HashRs in the first row to the ports my, s1, my, 53, m3,
83, -, My N1 and 5t N1 sequentially. If the number of nodes is even, then connect

the right ports of the HashR at the rightmost end in the first row to m £ and s 3k

(4) Connect the left ports of the HashRs in the first column to the ports my, sy, my_1,
SN—1y -« o/ N1 o/ STNEL) o TENEL) g/ STNALY 4, sequentially. Connect the bottom
input and output of the HashR in the last row to m [Nt and s BUSER

2 2

With these steps, this structure can be expanded to any size.

m;s; ms,S, Mm3S3 mr%H Sr%]q
| | || | | |
SN | Lashr HashR HashR T
my_ as as as as S%
Sno1—
le HashR HashR HashR
N-1—
SI'N+1'I+2_
2
m[N;1]+2— HashR HashR
| | —
S[M}u— 00| |00
N21 HashR
M N1, 00| 100
[ ]
SrN-51]n‘er-51]

Figure 9. The N x N LightR structure.

3.3. Wavelength Configuration

After connecting the waveguides, we configured the wavelengths of all the MRRs in
the LightR. As introduced in Section 3.1, each HashR uses eight MRRs on four different
wavelengths, which can be regarded as a wavelength set denoted as A. For example, in the
HashR shown in Figure 7, the wavelength set A contains four wavelengths: A1, A2, A3, and
A4. In this case, the task to assign wavelengths to each MRR is converted into the task to
assign a wavelength set to each HashR.

To avoid data conflict, we assign the wavelengths of the signals from the same mas-
ters or to the same slaves with different wavelengths and propose a simple wavelength
configuration approach. For an N x N LightR, we first construct a ([ ] — 1)x([5] — 1)
wavelength-set matrix, where each entry represents a wavelength set (A). After that, we fill
the matrix column by column by repeatedly iterating over an array from 1 to [5]. In this
way, we ensure that entries in the same row or the same column of the matrix must be dif-
ferent, such that every master will send signals to different slaves on different wavelengths,
and every slave will receive signals from different masters on different wavelengths. Hence,
data conflict can be avoided. At last, we configure the HashRs according to the matrix.

Taking a network with eight nodes as an example, we need [$7([§] —1)/2 = 6
HashRs to support the communications among the nodes. To configure the resonant
wavelengths of the MRRs in the HashRs, we first construct a 3 x 3 wavelength-set matrix
and four wavelength sets [A1,A2,A3,A4]. We fill the first column with A, Ay, and Az as
shown in Figure 10a and fill A4 to the first entry in the second column. Then, we begin the
second iteration from A; again and fill A;, A, to the remaining two entries in the second
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column shown in Figure 10b. After repeating this step for the third column, we have a filled
3 x 3 wavelength-set matrix, as shown in Figure 10c. Since only six HashRs are required
for this topology, the entries below the counter-diagonal are replaced by 0, as shown in
Figure 10d.

A1 X X A1 A4_ X A1 A4 A3 A]_ A4_ A3

A, x x A, A x A, A Ay A, A O

A3 X X A3 AZ X A3 AZ A1 A3 0 0
(a) (b) () (d)

Figure 10. The wavelength-set assignment for an 8 x 8 LightR topology.

To construct an 8 x 8 LightR, we place and connect the six HashRs according to
the steps stated in Section 3.2. Assuming that Ay = (A1,A2,A3,A4), Ap = (A5,A6,A7,A8),
A3 = (Ag,/\lo, All/AlZ)r and A4 = (/\13, )L14, )\15, )\16), we Configure the MRRs of the 8 x 8
LightR with the 3x3 wavelength-set matrix, shown in Figure 10d. The 8 x 8 LightR
topology is presented in Figure 11.

my S1 My S; M3 S3
l | | | |
., &0 [06 gel[ee el [ec

L] OO OO |6 &

I | | |
s, 8] [60 ©6] [66

m7| ) ®®| 06| 66
s _06] [0
m6| = L |

Sg Mg

Figure 11. An 8 x 8 LightR topology.

Specifically, if m; is directly connected to s; by a waveguide, the signals should be
off-resonance with the MRRs along the waveguide. For example, m; can communicate
with s5 using the signals on the wavelengths A3, A4, A15, and Ay, which are off-resonance
with the MRRs along the waveguide connecting m; and s5. A PSE in LightR is formed
by two waveguides: one connects m; and s;, and the other one connects m, and s;. Then,
the wavelengths of the signals from m; to s; and from m,, to s; are equal to the resonant
wavelength of the MRR in the PSE. For example, the top-left PSEs are formed by the
waveguide that connects 111 to s5 and the waveguide that connects m4 to sg. Therefore, the
wavelengths of the signal paths from m; to sg and from 4 to s5 are set to A; and Ap. We
present the wavelength assignment results of the 8 x 8 LightR in Table 1.

We note that the master—slave pairs that are directly connected by waveguides com-
municate using four wavelengths. Assuming that a wavelength carries one-bit data, if
no errors occur along the signal paths, the master can send four-bit data to the slave at a
time. That provides a higher bandwidth than the topologies using one wavelength for each
communication. For applications that require high-bandwidth communication, LightR can
thus be considered an appealing option.
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Table 1. The wavelength assignment results of the 8 x 8 LightR topology.
mq my ms my ms meg my mg
A’ 7 A 7
81 X M, M2 Az Ag Az, Ay 137147 X, Ao As, Ag A1, Ag
A1s, Me
As, Ag,
52 A1, M2 X A3, Ay Ms, Mg Ao, A A57 /\Z A, A2 M3, Ay
A13, A1a,
53 A As As Mg < Mpdn Asde Apde YOI ag Ay
15, M6

As, Ae,

S4 Az, A Ms,Ae M A X A, A2 Mz, Mg Ag, A Py
7,718
A3, Mg,
S5 M A Ao, Ao As, Ae A1, A X M1, M2 Az, Ag A3, Ay
15, Mg
As, Ag,
S6 Ao, Ao 276 AyAd2 Mz A A A X A3, Ay As, Mg
Az, Ag
s7 As, Ag A, Ag M, A, Ag, Ao A7, Ag A3, Ay X A1, Ao
A5, Mg
A /A' 7

S8 A, Ay Mz, Aa Ag A AE; /\Z A3, Ay Ms, Ae M A2 X

The entry x means there is no signal path between the master and the slave.

4. Experimental Results

To evaluate the performance of the LightR, we compared it to three state-of-the-art
WRONOC topologies, A-router [17], GWOR [18], and Light [16], for two aspects: reliability
and efficiency. We present the comparison in Section 4.1. Then, we compared the LightR
with the RobustONoC [15], which inserts backup MRRs to deal with the MRR faults, and
we discuss their performances in Section 4.2.

4.1. Comparison with the State-of-the-Art WRONoC Topologies

In Section 4.1.1, we evaluate the reliability of the four topologies for the networks with
different fault rates of MRRs. We assigned a certain number of defective MRRs in our fault
model based on a fault rate. If a master failed to communicate with a slave due to the MRR
faults, we considered that the corresponding communication was an error communication.
In each network, we counted the number of error communications and compared the
results. Then, in Section 4.1.2, we evaluate the efficiency of the LightR by comparing the
MRR usage, the insertion loss, and the SNR results to the other three topologies.

4.1.1. Discussion: Reliability

We synthesized Light, A-router, GWOR, and LightR for N-node networks, where
N = {6,8,12,16,24,32,48,64}. In each network, we removed the self-communication of
nodes and considered the other communications among the nodes.

Foran N x N topology with K MRRs, we proposed a fault model where each MRR had
a p% chance of being defective. Each MRR was independent and thus not affected by the
other MRRs. Therefore, we considered whether an MRR was defective as a Bernoulli trial
and calculated the expected value of the defective MRRs using the formula: [K x p]. For
example, a 6 x 6 LightR has 24 MRRs. When the fault rate is 3%, the number of defective
MRRs in LightR equals [24 x 3%| = 1. We considered eight fault rates for each network:
1%, 3%, 5%, 8%, 12%, 15%, 20%, and 25%. After obtaining the number of defective MRRs,
we assigned that number in our fault model. For the resonant wavelength of each defective
MRR, we randomly changed it to any of the other wavelengths in the topology or none of
those wavelengths. Then, we calculated the number of error communications. For each
network, we repeated the process 100 times, and we present the average number of error
communications in Figure 12.
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Figure 12. The average number of error communications in Light, A-router, GWOR, and LightR for
(a) 6- (b) 8- () 12- (d) 16- (e) 24- (f) 32- (g) 48- (h) 64-node networks, respectively.

Generally, LightR provided a higher reliability than Light, A-router, and GWOR when
the MRR faults occurred. In every network, regardless of the size or the fault rate, LightR
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had the lowest number of error communications. In some cases, LightR had no error
communications. As shown in Figure 12a, when the fault rate was 3%, all communications
worked correctly in a 6 x 6 LightR, i.e., no data loss, while at least one communication in
the other three topologies had errors. As the size of networks or the fault rate increased,
the advantages of the LightR in terms of the fault tolerance became even more significant.
For example, for a 64-node network with a 3% fault rate, the LightR decreased the number
of error communications by 85-90% compared to the other three topologies, as shown
in Figure 12h. The superiority of the LightR in reliability is driven by reserving two
independent paths for each master—slave pair that requires communication.

On the other hand, Light exhibited the most significant number of error communi-
cations among the four topologies. As introduced in Section 2.4, each MRR in Light is
on-resonance with two signals. If an MRR is defective, the two signals have s-a-0 faults.
Moreover, if the defective MRR is resonant with another wavelength, it may cause two
extra signals to have s-a-1 faults. Therefore, Light is more sensitive to MRR faults than the
other topologies and suffers a high data loss when MRR faults occur. Compared to Light, A-
router and GWOR contained fewer error communications. The reason is that the CSE with
two identified MRRs used in both topologies can keep the signals on their planned paths
when one of the MRRs is defective. As shown in Figure 13, although one of the MRRs was
defective and off-resonance with A;, the signal on A; kept its planned propagation direction
by being coupled to the other MRR of the CSE. However, the signal passed the crossing
twice and thus generated more crossing loss and crosstalk noise than the original signal
path represented by the dotted line in Figure 13. That degraded the system performance by
increasing the insertion loss and decreasing the signal-to-noise ratio.

out,

Figure 13. The signal on A; can keep its planned propagation direction if only one MRR is defective.

4.1.2. Discussion: MRR Usage, Insertion Loss, and Signal-to-Noise Ratio (SNR)

Firstly, we calculated the number of MRRs in Light, A-router, GWOR, and LightR
for different sizes of networks. As shown in Table 2, for the same size of networks, Light
and A-router have the fewest and most MRRs, respectively. LightR and GWOR had the
same MRR usage, which was less than the MRR usage in the A-router. With that amount of
MRRs, LightR doubled the number of signal paths compared to the other three topologies
to tolerate the MRR faults.

Table 2. The MRR usage in Light, A-router, GWOR, and LightR for different sizes of networks.

The Number of Nodes
N=6 N=38 N=12 N=16 N=24 N=32 N=48 N =64
Light 12 24 60 112 240 480 1104 1984
A-router 30 56 132 240 552 992 2256 4032
GWOR 24 48 120 224 480 960 2208 3968
LightR 24 48 120 224 480 960 2208 3968

Then, we compared LightR to Light, A-router, and GWOR in terms of the insertion
loss and the SNR. In this case, we assumed that no MRRs were defective and calculated the
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insertion loss and SNR values in every topology, as introduced in Section 2.2. Specifically,
the insertion loss of each signal in a topology equals the summation of the crossing loss,
drop loss, and through loss. To calculate the SNR of a signal, we considered the noise
generated by the MRRs and waveguide crossings and applied the equation introduced in
Section 2.2. The loss and noise parameters [19] are shown in Table 3. Figures 14 and 15
show the average and worst-case insertion loss and SNR, respectively.

Table 3. Insertion loss and crosstalk noise parameters.

Insertion Loss Parameters Crosstalk Noise Parameters
Droploss Throughloss Crossing loss Crosstalk per MRR Crosstalk per crossing
0.5dB 0.005dB 0.04dB 25dB 40dB
B Light Avg. loss A-router Avg. loss = GWOR Avg. loss H LightR Avg. loss
—e—Light Max. loss A-router Max. loss —e=GWOR Max. loss ~ —e=LightR Max. loss
8.00
7.00
6.00
)
2 500
~
»w 4.00
8
= 3.00
2.00
1.00
0.00
24 32 48 64
The size of networks
= Light Avg. loss 0.58 0.69 0.90 1.09 1.46 1.83 2.55 3.28
A-router Avg. loss 0.63 0.74 0.96 117 1.58 1.99 2.79 3.59
== GWOR Avg. loss 0.56 0.69 0.91 112 153 1.94 2.74 3.54
= LightR Avg. loss 0.64 0.76 0.97 118 1.58 1.99 2.79 3.59
——Light Max. loss 0.85 1.03 139 175 2.47 3.19 4.63 6.07
A-router Max. loss 0.75 0.85 1.05 1.25 1.65 2.05 2.85 3.65
——GWOR Max. loss 0.80 1.00 1.40 1.80 2.60 3.40 5.00 6.60
—e—LightR Max. loss 0.89 1.09 1.49 1.89 2.69 3.49 5.09 6.69

Figure 14. The average and worst-case insertion loss in Light, A-router, GWOR, and LightR.

The LightR, GWOR, and A-router had almost the same average insertion loss values,
which were slightly larger than those of the Light. For example, a 64 x 64 Light decreased
the average insertion loss by about 7.3% versus the other three topologies. The reduction
in the Light was because it had the lowest MRR usage. For the worst-case insertion loss,
LightR and GWOR had nearly the same values, which were higher than A-router and Light.
The results show that doubling the signal paths in the LightR did not introduce much
insertion loss.

Similar to the insertion loss, LightR and GWOR had almost the same behavior in
the SNR. For the worst-case SNR, LightR and GWOR suffered the most crosstalk noise,
especially when the networks were large, such as a 64-node network. For large-scale
networks, the A-router had a higher worst-case SNR but a lower average SNR than the
other three topologies. For example, for a 64-node network, Light and LightR increased
the average SNR by 47% and 12% compared to the A-router, respectively. Among all the
topologies, Light achieved the best signal quality as it exhibited the lowest MRR usage.
However, it had more error communications than the other three topologies. The results
demonstrate that doubling the number of signal paths in LightR did not generate much
crosstalk noise.
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B Light Avg. SNR A-router Avg. SNR BB GWOR Avg. SNR I LightR Avg. SNR
—e—Light Min. SNR A-router Min. SNR  —e=GWOR Min. SNR —e—LightR Min. SNR
25.00
20.00
15.00
=]
T
~
> 10.00
%
5.00
0.00
-5.00 6 8 12 16 24 32 48 64
The size of networks
B Light Avg. SNR 21.56 18.88 16.15 14.50 12.32 10.87 8.88 7.50
A-router Avg. SNR 15.77 14.07 11.89 10.44 8.48 7.14 5.29 3.99
= GWOR Avg. SNR 16.70 14.93 12.69 11.19 9.18 7.79 5.86 4.47
I LightR Avg. SNR 19.48 16.45 13.49 11.74 9.50 8.01 5.96 4.53
—e—Light Min. SNR 18.84 14.22 11.74 10.11 7.84 6.21 3.75 1.79
A-router Min. SNR 14.28 13.38 11.44 10.10 8.24 6.96 5.15 3.88
—e—GWOR Min. SNR 14.04 11.77 9.10 7.37 5.01 3.30 0.70 -1.40
—e—LightR Min. SNR 15.89 11.47 8.89 7.20 4.88 3.20 0.63 -1.42

Figure 15. The average and worst-case SNR in Light, A-router, GWOR, and LightR.

4.2. Comparison to RobustONoC

We compared LightR to a state-of-the-art fault-tolerant design method for topologies,
RobustONoC [15]. The idea of the RobustONoC is to add backup MRRs and waveguides
into an existing topology to route a deviated signal back to its designated path. For each
signal, the RobustONoC prepares two extra MRRs as backups. When modifying the
structure of a topology, the RobustONoC randomly determines the positions of the extra
waveguides and inserts backup MRRs at the end of each waveguide. According to the
MRR usage results reported in [15], the LightR decreased the MRR usage by more than half
versus the RobustONoC. For example, for a six-node network, the LightR decreased the
number of MRRs by about 64% compared to the RobustONoC. The high MRR usage in the
RobustONoC was mainly driven by inserting twice the number of MRRs into a topology.

More importantly, regardless of the MRR usage in a topology, the RobustONoC
considers only the single-fault model, which means that only one MRR can be defective
at a time, and the other MRRs should work well. However, in practice, there can be
multiple defective MRRs, even for a network with low MRR usage. Based on these facts,
the RobustONoC can hardly promise reliable communication for WRONoCs. In contrast,
the LightR showed its superiority in enhancing the reliability by significantly reducing the
number of error communications in our realistic fault model.

5. Conclusions

In this paper, we proposed the first fault-tolerant WRONoC topology, LightR, which
reserved two independent signal paths for each communication. When constructing the
signal paths, we applied PSEs to minimize the MRR usage. With a 4 x 4 HashR as the basic
building block, the LightR can easily be implemented to support a network with N nodes at
any scale. Moreover, we proposed the first realistic fault model, which contained defective
MRRs depending on the fault rate of the MRRs. Based on the fault model, we compared
the LightR to typical state-of-the-art WRONoC topologies. According to the results, the
LightR outperformed them in enhancing the reliability by reducing the number of error
communications compared to the other topologies. In some cases, the LightR ensured that
no communications failed, i.e., no data loss. Compared to a state-of-the-art fault-tolerant
design method, RobustONoC, the LightR improved the reliability while decreasing the
MRR usage by more than half.
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Abbreviations

The following abbreviations are used in this manuscript:

ONoC Optical networks-on-chip

WDM Wavelength-division-multiplexing
WRONoC  Wavelength-routed optical networks-on-chip
OSE Optical switching element

MRR Microring resonator

CSE Crossing switching element

PSE Parallel switching element

SNR Signal-to-noise ratio
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