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Abstract: Quantum key distribution (QKD) is an encrypted communication technique based on the
principles of quantum mechanics that ensures communication security by exploiting the properties
of quantum states. Currently, the transmission efficiency of the QKD system is low. Trusted relay
technology is used to solve this problem and achieve long-distance transmission. However, trusted
relaying alone cannot decrypt the issues of poor link stability and the low utilization of key resources.
To further optimize the system performance, we propose a dynamic routing algorithm. One of the
improvement schemes includes the following: firstly, an adjustable-size quantum key pool (QKP)
is designed, which can dynamically adjust the size of the refreshing pool according to the actual
demand. Secondly, the utilization of key resources is improved by using the residual quantum
key model to dynamically obtain the remaining key amount in the QKP and set the key amount
threshold. We calculate the link-blocking probability and track the blocking intensity and blocking
entry by combining the Poisson process, thus realizing the evaluation of the link stability. Finally, the
number of remaining keys in the QKP and the link-blocking probability combine with the random
wandering model as the basis of the route selection for the QKD dynamic routing algorithm to achieve
efficient key path selection. We validated the algorithm by comparing it with other algorithms on
the Mininet simulation platform, and the algorithm proved to have a better performance in terms
of congestion avoidance, delay reduction, and improved QKD efficiency. This scheme provides a
novel and efficient way to solve the problems in existing QKD systems. It effectively improves the
transmission efficiency and strengthens the system’s security by dynamically obtaining the critical
volume, accurately evaluating the link state, and selecting the optimal critical path.

Keywords: quantum key distribution; adjustable-size key pool; remaining key quantity; link-blocking
probability; dynamic routing algorithm

1. Introduction

Quantum key distribution (QKD) is an encryption technology based on quantum
communication, the purpose of which is to ensure that neither party has to worry about
eavesdropping or tampering when exchanging keys [1–3]. It includes the QKD network
architecture, quantum key pool (QKP), and quantum key relays to form a complete and
secure quantum communication-based cryptosystem [4–7]. Quantum algorithms are expo-
nentially faster than other algorithms because they can exploit properties such as quantum
superposition and quantum entanglement to achieve parallel computation and information
processing on some specific issues, thereby achieving exponential acceleration. However,
there are still challenges to be addressed in this area to improve security and efficiency
further. To this end, researchers have proposed various QKD routing algorithms for estab-
lishing reliable information transmission and efficient network topologies [8].

Appl. Sci. 2023, 13, 8690. https://doi.org/10.3390/app13158690 https://www.mdpi.com/journal/applsci

https://doi.org/10.3390/app13158690
https://doi.org/10.3390/app13158690
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/applsci
https://www.mdpi.com
https://doi.org/10.3390/app13158690
https://www.mdpi.com/journal/applsci
https://www.mdpi.com/article/10.3390/app13158690?type=check_update&version=1


Appl. Sci. 2023, 13, 8690 2 of 18

In domestic and international research, in 2014, Wang Xuan [9] proposed a QKD rout-
ing algorithm based on quality of service and experimentally validated it using software-
defined networking (SDN) technology. In the same year, a novel QKD routing algorithm
based on graph theory was proposed in the literature [10], which achieved fast routing
via the construction of a topology graph, aiming to reduce communication delays and
improve the network performance. In addition, the authors of reference [11] investigated
an approach based on hierarchical routing algorithms to optimize packet transmission
paths and reduce communication delays and critical resource consumption by improving
routing algorithms. In 2016, the authors of reference [12] proposed a routing scheme com-
bining a hybrid distance vector and shortest path algorithms to find feasible paths faster
by optimizing the network topology and path selection. However, the literature needs to
adequately discuss the possible delays between network nodes, which may affect the actual
operation of the network. Furthermore, in 2020, the authors of reference [13] proposed an
improved QKD routing algorithm that employs reinforcement learning ideas and applies
them to routing decisions to improve the security and performance of the system. However,
the literature did not compare and analyze it with other existing QKD routing algorithms;
thus, its advantages and limitations among similar algorithms could not be determined.
In 2023, the authors of reference [14] investigated the use of QKD routing algorithms to
achieve security and privacy in resource allocation in resource-sharing environments, such
as cloud computing. The study proposed a resource-allocation framework that can effec-
tively support the distribution and management of resources. However, the study did not
consider alternative key management strategies and poses security risks. Although mature
QKD routing methods from various perspectives are available, further improvements and
optimizations are needed in practical applications, especially in terms of cost reduction,
improved communication quality, and critical distribution efficiency.

To solve the critical shortage problem, we designed a resizable QKP scheme through
QKP technology. The system can adjust the key pool size according to the demand, reducing
the cost and mitigating the risk of key shortage. Secondly, this paper uses Bayesian formulae
to calculate the link-blocking probability based on the node-blocking chance. It uses a new
dynamic routing algorithm that combines the remaining key quantity and the link-blocking
opportunity to improve the communication quality and key transmission efficiency. The
quantum bit error rate (QBER) is used to assess the quantum channel quality, the quantum
bit emission rate is related to the distribution efficiency, and the quantum key generation
rate reflects the efficiency and availability of the distribution process. A lower key-blocking
probability indicates a higher distribution success rate, while a higher number of remaining
keys means sufficient resources are available for subsequent key generation. By optimizing
these parameters, a more efficient and reliable QKD can be achieved. In addition, with the
dynamic routing algorithm, we can maximize the use of available essential resources and
reduce the costs of network deployment and operation. Finally, we performed a theoretical
analysis and an experimental comparison of the proposed method with the algorithm,
and the results show that the algorithm can significantly improve the quality of the QKD
system, save costs, and improve resource utilization relative to other algorithms.

The rest of this article is organized as follows: Section 2 first describes the SDN-
based QKD network framework and trusted relay QKD network. Then, it introduces
the QKP structure, the steps to design a tunable QKP, and the remaining key amount in
the QKP. Finally, the probability of link blocking and the threshold of link blocking are
calculated. Section 3 proposes a dynamic routing algorithm that combines the remaining
key amount, the likelihood of link blocking, and the evaluation metrics for the algorithm.
In Section 4, the experimental platform is introduced, and the simulation results of the
algorithm comparison are analyzed. Finally, Section 5 summarizes the article.
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2. Technical Foundation
2.1. QKD Network Framework Based on SDN

Combining SDN and QKD can mitigate the deployment difficulties of QKD networks.
This is because SDN-based QKD networks offer the advantages of reduced costs, simplified
management, and increased flexibility. Traditionally, complex quantum physical equipment
must be deployed at each node in a QKD network, which incurs high costs and technical
complexity [15]. However, in an SDN network, the control plane has been abstracted, and
operations such as routing and forwarding can be implemented through software. At the
same time, utilizing the flexibility of SDN, the key distribution system can be more easily
managed and maintained, thereby improving its reliability and efficiency. A QKD network
framework based on SDN is designed using a four-layer architecture [16–20]; each layer is
defined as represented in Figure 1.
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Application Layer: This layer manages the application programs in the QKD network.
It can communicate with the network controller to request the generation, update, or
destruction of keys.

Control layer: This layer is responsible for resource allocation and key management in
the QKD network. It receives application requests and converts them into configuration
commands for the underlying network. At this layer’s core, the core of the entire SDN-
based QKD architecture, the controller can obtain information about network topology and
links, providing a basis for implementing dynamic routing algorithms. In addition, it can
collect and analyze network and link status information supplied by data layer devices
and grasp network topology, traffic load conditions, and other valuable data [21]. When
problems occur, it can diagnose and take appropriate measures promptly to ensure the
reliability and security of the network.

Data Transfer Layer: responsible for the transmission of keys and related information.
In the SDN architecture, the data plane consists of programmable network switches and
optical devices connected to the controller and processes transmission tasks according to
its instructions. The data transfer layer needs to allocate independent channels for different
users or applications based on the security policies of the control layer.
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Quantum Layer: The QKD devices are located in this layer, and they generate keys
between each other through specific QKD protocol BB84 [22,23], completing the negotiation
of quantum keys. The newly developed quantum keys are recorded in the control layer
with corresponding session information. On the other hand, the generated keys can be
distributed to trusted target devices or objects, such as digital signature algorithms used
for security authentication [24]. At the same time, this layer is responsible for tracking the
usage of each key, including information such as validity period and consumption rate.
When a key expires or reaches the predetermined consumption threshold, a message is sent
to the control layer to notify it that the renegotiation or updating of the key information is
required [25].

2.2. Relay-Based Networks

There is a practical distance limitation for QKD systems, i.e., key transmission distance.
Moreover, the point-to-point QKD system is only suitable for communication between
two nodes [26,27]. To solve these problems, trusted relay schemes are introduced. The
advantages of trusted relaying are that longer communication distances can be achieved,
complex topologies can be built, and high reliability is available. Therefore, trusted relaying
schemes can be applied to various scenarios to meet different application needs [28–30]. In
addition, QKD networks based on trusted relays employ a variety of security mechanisms
to ensure the confidentiality and integrity of keys. These include using quantum channels
to transmit quantum bits for key security and authentication mechanisms to verify the
legitimacy of the communicating parties. QKD networks based on trusted relays extend the
communication distance through trusted quantum relays and adopt appropriate security
mechanisms to prevent attacks and eavesdropping [31].

In communication in trusted relays, both parties use the quantum channel for QKD
protocol to generate a shared quantum key. The key transmits to a trusted relay node, which
authenticates, processes, and forwards to the other communicating party using classical
encryption algorithms. Once the receiver receives the key, it is again confirmed and verified
using the QKD protocol to ensure the correctness and security of the key [32]. In this
way, a secure communication connection establishes between the communicating parties.
The trusted relay method (TRM) is a network security protocol [33] used to enhance
communications’ security and privacy. As users in different geographical locations, it
allows Alice and Bob to establish secure communication even when there are intermediate
nodes or attackers between the communicating entities. They can resort to trusted relay
methods to address the problem of a potential attacker, Eve, who may listen in or interfere
with the communication. The communication process is shown in Figure 2.
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Figure 2. Key relay process in QKD network communication based on trustworthy relays.

Step 1: Alice transmits the quantum state to the relay node through the quantum
channel, i.e., Alice and node 1 share the communication key KA.

Step 2: Node 1 and node 2 share the link key K12, and node 1 calculates KA⊕K12 by
One-Time Password (QTP) encryption, encodes and stores the measurement results, and
transmits them to relay node 2.
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Step 3: Node 2 receives KA⊕K12, calculates (KA⊕K12)⊕K12 to obtain KA, and then
calculates KA⊕K2B to transmit to the destination node Bob.

Step 4: Bob receives KA⊕K2B and computes (KA⊕K2B)⊕K2B to obtain the shared
communication key KA with Alice.

After steps (1–4), Alice and Bob can obtain the same communication key KA. When
Alice and Bob transmit data in the classical network, they can encrypt the shared data
information using communication key KA.

2.3. Design of QKP

Quantum keys are a very valuable resource and to manage and store them, a QKP
is usually configured between each pair of neighboring nodes. i.e., a QKP is a repository
containing multiple pre-generated quantum keys [34,35]. The sender and receiver use these
keys to encrypt and decrypt the communication data during the QKD process.

Designing an adjustable QKP size requires a combination of factors. Firstly, there is a
trade-off between security and availability. Larger key pools can meet more demands but
also increase the security risk and resource management burden. Therefore, there is a need
to balance security and availability to ensure that the critical pool is large enough and that
the keys are effectively managed and protected [36]. Secondly, the speed of key generation
is an important consideration. Generating quantum keys takes time and is algorithm and
hardware-device-dependent. Larger key pools may take longer to generate enough keys.
Therefore, when sizing the essential collection, the time required to create new keys must
be considered to ensure that the necessary keys are available promptly. In addition, the
rate of key consumption needs to be considered. Smaller key pools tend to be depleted,
requiring frequent generation of new keys. Conversely, larger key pools reduce the need to
generate new keys but may also increase the risk of crucial obsolescence. Therefore, there
is a trade-off between the vital consumption rate and the key pool size to ensure that keys
are always available and valid.

In summary, resizing a QKP is a complex problem that requires a combination of
security, availability, key generation speed, and key consumption rate. Trade-offs and
evaluations need to be made when making decisions to meet specific requirements and
ensure system stability and security.

2.3.1. Definition of Parameters

The dynamically resizable QKP can generate and store keys and then resize them
according to actual demand, thus avoiding the problem of wasted and insufficient keys. If
there is currently more demand, then the size of the QKP needs to be increased, with more
connections being transferred in parallel to satisfy more requests. Conversely, if demand
decreases, then the size of the QKP can be reduced.

Definition 1: Link key generation rate. The link key generation rate is the number of links i
to link j keys established through the key negotiation protocol in a given period using quantum
communication methods. Its equation can be expressed as.

Rij =
Nnum

Ti
(1)

where Rij denotes the link key generation rate, Nnum denotes the number of successfully negotiated
link keys, and Ti denotes the total time required to negotiate the link for the key.

Definition 2: Qij denotes the rate of key consumption from link i to link j, i.e., the number of keys
consumed per unit of time, which can be calculated by Equation (2). Refers to the number of keys
generated in the QKD network, and t denotes the real time used to create these keys.

Qij =
Ft

ti
(2)
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2.3.2. Design Steps

Assuming a QKP of size M0, which needs to be enlarged or reduced to M1, the
following design steps are shown.

First, calculate the average utilization rate of the current QKP U. It is known that the
generation rate of quantum keys is Rij and the consumption rate of quantum keys is Qij.
Then, the relationship between the three can be expressed by the following equation:

U =
Qij

Rij + M0
(3)

The average usage of a QKP is equal to the ratio of the number of keys consumed from
the QKP per unit of time to the sum of the number of new keys generated from the QKP
per unit of time and the current QKP size. The size M1 of the target pool is then calculated,
giving:

M1 =
M0

U
(4)

where U denotes the average number of times each QKP key is used. Therefore, the target
key pool size needs to be set to the original key pool size divided by the average utilization
to maintain a given average utilization. This ensures that the key pool can always meet the
expected demand.

Finally, if M1 > M0 current capacity, the pool size is increased, and if M1 < M0 current
capacity, the pool size is reduced.

Figure 3 shows a schematic diagram of the structure of the QKP, which consists of
three parts, namely:

a. Quantum key sending and receiving device: responsible for generating and sending
quantum keys and receiving and measuring keys sent from other devices.

b. The key storage device: responsible for storing the distributed quantum keys for
subsequent use.

c. Quantum encryption application: uses the generated and stored keys to encrypt
and decrypt the information to be transmitted. In this system, the QKP is deployed
inside two communication nodes, and both relaying and encryption processing are
implemented through a key control server that increases or decreases the capacity of
the QKP according to the amount of service demand.
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Since most QKD systems spend a significant amount of time resources generating and
storing quantum keys but only use them for a specific period, accumulating too many keys
at other time nodes wastes limited resources [37]. By dynamically scaling up or down the
capacity of a QKP, the system can more quickly change its power and respond to changing
workload demands as needed. A fixed number of QKD systems may not ideally balance
the relationship between key generation security and resource consumption. Scaling down
the capacity of the QKP as required ensures a high level of security with minimal resources.
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2.3.3. Remaining Key Volume

The number of remaining keys in a QKP can be used to evaluate the number of quan-
tum keys available in the network, thus helping to select a better quantum communication
path [38,39]. To maximize the saving of quantum keys and enable it to support as many
users as possible, improve communication efficiency. Therefore, we defined the following
equation to calculate the number of keys remaining in QKP.

Assume that K0 denotes the initial amount of keys in the QKP, Rij represents the
rate of quantum key generation, and Qij indicates the rate of quantum key consumption.
Introducing a mathematical calculus model to describe the change in the number of keys
provides a more accurate and comprehensive analysis to predict the trend in the number of
keys. Where

∫ t
t0

Rij −Qij denotes the cumulative number of keys consumed in the interval
from the time t0 to t, the amount of keys Kt

ij in the remaining essential pool is indicated as
follows:

Kt
ij = K0 +

∫ t

t0

Rij −Qij (5)

In QKD, by setting the critical value of the remaining quantum key in the QKP, the
system’s security and operational efficiency can be improved while preventing unautho-
rized access and attacks. Assuming that the critical value of the remaining key volume is
Kmin, this can be expressed using the following equation:

Kmin =
Rij × T

Qij
(6)

where T denotes the time interval between quantum key generation and consumption,
the meaning of the formula is that the critical value of the remaining key amount is equal
to the ratio of the quantum key generation rate to the consumption rate multiplied by
the time interval. Kmin can be used to determine whether the quantum key needs to be
regenerated, and when the remaining essential amount Kt

ij is lower than the critical value
Kmin, we can trigger the regeneration process of the quantum key to ensure that there are
enough remaining keys available before the critical distribution completes.

2.4. Blocking Probabilities and Thresholds

In QKD systems, link nodes are an essential component. This is because link nodes
typically connect multiple quantum devices to exchange and process quantum information.
And in the QKD framework, trusted relays and QKP link nodes are the basic units that
form the quantum communication network. At the same time, QKP needs link nodes to
ensure that the transmission and processing of quantum states during key distribution can
be carried out smoothly. In summary, the contribution of link nodes to the QKD dynamic
routing algorithm is to optimize the routing in the QKD network to improve the security
and efficiency of the system. Figure 4 shows the link node topology.

Link nodes play an essential role in quantum communication networks, including
quantum state transmission, quantum entanglement distribution, quantum channel estab-
lishment, quantum relaying, and error correction [40]. They must maintain the coherence
and accuracy of the quantum states and ensure the reliable transmission of entangled
quantum states. Link nodes must also establish dedicated quantum channels, employing
appropriate quantum error correction and distribution protocols to resist noise and loss.
In addition, link nodes can act as quantum relay stations, extending the communication
distance and connecting multiple nodes. They also need to implement quantum error
correction techniques to improve the reliability and fault tolerance of the overall network.
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If a node blocks or crashes, it can affect the stability and availability of the entire system.
Therefore, selecting nodes with a low probability of blocking can reduce the likelihood of
system failure, increase system throughput and allow the system to better handle large
volumes of requests and data. If specific nodes are prone to blocking, this may lead to
an unbalanced load on the system, thus reducing its flexibility. Nodes in a QKD network
are prone to blocking, usually because they have much higher incoming and outgoing
traffic than other nodes. The blocking probability of each node can be calculated using the
following formula:

Pi =
Xi

∑n
j=1 Xj

(7)

where Pi denotes the blocking probability of the node, and Xi represents that node’s
incoming and outgoing traffic. Using this formula, each node’s blocking probability can
be obtained to determine which nodes have a low blocking chance. The nodes with low
blocking probability can be prioritized when making routing decisions, reducing network
delays and blocking.

Suppose we know the blocking probability of a node in a network to be Pi and require
the link probability Pij from that node to another node, which can be calculated using the
conditional probability formula:

Pij( A|B) = P(A ∩ B)
P(B)

(8)

Pij(A
∣∣B) indicates the probability of event A under the premise of event B. For the

problem in this paper, we can define event B as “all paths from the source node to the target
node”, and then P(B) is the sum of the probabilities of all links from the source node to the
target node. While event A can be defined as “a specific path from the source node to the
target node”, then P(A ∩ B) is the probability of the specific link.

In order to track the blocking level more accurately to ensure reliability and continuity
of communication, we need to make the following assumptions: link-blocking events are
independent, and their occurrence conforms to a Poisson process, i.e., the arrival times
of link-blocking events follow an exponential distribution. Where the frequency of link-
blocking events is λ, i.e., the average number of times a link-blocking event occurs per unit
of time. The probability mass function of the Poisson distribution can be expressed as:

P(X = m) =
(
e∧(−λ)× λ∧m

)
/m! (9)

X denotes the number of link-blocking events per unit of time, and m represents
the number of specific events. We can use the link-blocking probability to estimate the
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likelihood that at least one link-blocking occurs per unit of time. Designated as P(LB), it
can be calculated as:

P(LB) = 1− P(X = 0) = 1− e∧(−λ) (10)

We can use the probability mass function P(X = m) to calculate the probability of
having 0 link blocks in unit time, namely P(X = 0). This probability can be expressed as
the ê(−λ). Next, by calculating the complement of P(X = 0), namely 1− P(X = 0), the
probability of at least one link block per unit of time is denoted as P(LB). This probability
can be expressed as 1− ê(−λ).

In conclusion, we can estimate the probability P(LB) of at least one link blocking per
unit of time by combining the nature of the likelihood of node blocking, which can be
used to evaluate the network performance and reliability and help in network planning,
provisioning, and troubleshooting. Specifically, if P(LB) is high, it indicates that the link-
blocking event is more likely, and the availability and performance of the network may
be affected. Measures can be considered to improve network performance and reliability.
In addition, by setting a reasonable P(LB) target value, it can be used as an indicator of
network performance measurement and compared with the actual link-blocking situation
to monitor and evaluate the quality of network services.

Also, it is important to note that the upper limit of the link’s blocking probability, i.e.,
the link-blocking probability threshold, needs to be calculated based on the link capacity
and load situation. Assuming a link capacity of C (the maximum number of quantum bits
a communication link can transmit, i.e., the bandwidth.), the average arrival rate is ε and
the average service time is 1

µ . The following equation can calculate the threshold of link
blocking probability Pmax:

Pmax =
ε/C

1
µ + λ/C

(11)

For example, assuming a link capacity of 1 Gbit/s, an average arrival rate of 500
Mbit/s, and an average service time of 10 ms in a QKD network, the threshold for the link
blocking probability can be calculated using the following equation:

Pmax = (500 Mbit/s/1 Gbit/s)/(1/10 ms + 500 Mbit/s/1 Gbit/s) = 0.00005. Therefore,
the threshold value for the probability of link blocking is 0.005%. If the link-blocking proba-
bility exceeds this threshold, the measure must be taken to optimize network performance.

3. Routing Algorithms
3.1. Related Definitions

Definition 3: Link weight calculation formula. The QKD dynamic routing algorithm uses weight
to determine the optimal path in the network. The weight is usually expressed as a numerical value
representing the path quality from the source node to the destination node. In a QKD network, each
node periodically sends packets to its neighboring nodes to check the connectivity between them and
exchange routing and weight information.

In traditional networks, routing is usually selected based on distance, bandwidth and
topology. In a QKD network, however, due to limited quantum key resources, there is a
low utilization of network resources and uneven link load, etc. Therefore, the QKD routing
algorithm evaluates the link weights and selects the best path based on the remaining
quantum key resources on the link and the link congestion. Suppose there are n optional
paths in the QKD dynamic routing algorithm, Pij link blocking probability, and Kt

ij the
number of keys in the QKP, where the coefficient factors α and β are used to adjust the
weights of the remaining quantum keys and link blocking probability and to determine
their relative importance on a case-by-case basis. Thus, the values of these two factors can
be flexibly adjusted according to actual requirements. Wi is denoted as the weight of the
selected link:

Wi = α× Kt
ij + β× Pij (12)
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Firstly, since the calculation of link weights involves a linear combination of the
remaining key quantity Kt

ij and the link-blocking probability Pij, both α and β must be real
numbers. Additionally, the values of α and β must satisfy the following conditions:

0 < α < 1
0 < β < 1
α + β = 1

(13)

Definition 4: Random walk modeling. The state of each node in the QKD network as a random
variable, X−t for the node of the tth time step, assuming X−t = (x− t̂1, x− t̂2, . . . x− t̂n), where n
is the number of nodes. State transition probability matrix: defines the transition probability matrix
P between node states, where P[i, j] represents the transition probability from form i to state j. Value
function for dynamic programming modeling: define V(X−t) represents the optimal target function
value at time t state X−t. The state transfer equation according to the state transition probability
matrix P and the random walk V value function is:

V(X−t) = max
{

W(X−t, u) + ∑ [P(X−t, u, X−{t + 1} ×V(X−{t + 1}))]
}

(14)

where W(X−t, u) represents the gain obtained from selecting operation u under state X−t, and
P(X−t, u, X−{t + 1}) indicates the probability of transferring from state X−t to state X−{t + 1}
after operation u.

The QKD dynamic routing algorithm uses the residual quantum key and link-blocking
probability as weights and uses the value function V(X−t) to optimize resource allocation
and routing.

The specific steps are described as follows:

1. At initial time t, the algorithm obtains the current network state X−t, including the
remaining quantum key amount of each node and the blocking probability of the link.

2. The algorithm uses the value function V(X−t) to calculate the corresponding expected
payoff of each possible operation, that is, through the iterative calculation of all
possible operations u.

3. The algorithm selects the operation u with the maximum expected payoff and updates
the network state to the state X−{t + 1} in the next moment.

4. Repeat steps 2 and 3 until the algorithm converges or reaches the specified number of
iterations.

3.2. Routing Algorithm Design

In the design of the trusted QKD network and the QKD routing algorithm, this paper
sets the quantum key pool with adjustable size, that is, updates the size of the QKP
corresponding to each link according to the link status and requirements and establishes
the remaining quantum key mathematical model to ensure that there is always enough key
to be used in the quantum key pool. Secondly, this paper uses the random walk model to
monitor the blocking degree of each node, collects the blocking information of each node in
the network, and estimates the link-blocking probability. The continuity and availability of
QKD communication thus improves the performance of the QKD network. The procedure
of the routing algorithm is shown in Figure 5.
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3.3. Algorithm Evaluation Indicators

A comparison simulation with the classical Open Shortest Path First routing algorithm
(OSPF) and the routing algorithm using the residual key-path-weighted routing algorithm
(RKP) is carried out to more comprehensively evaluate and verify the performance of the
algorithm proposed in this paper. Taking into account the QKD network characteristics,
routing rules, and network quality, the following three evaluation metrics are designed:

(1) Average key utilization. Average critical consumption refers to the resource consump-
tion required to establish and maintain a security key in a dynamic QKD routing
method. Dynamic QKD routing methods can utilize resources more efficiently and
achieve better system performance by reducing the average key consumption. It re-
flects the degree to which the allocated vital resources are used within a certain period
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and then reflects whether the allocation and management of the key are reasonable.
The calculation representation is shown in Formula (15):

C =
Qij

Rij
ij ∈ Ps,d (15)

(2) Blocking rate of key distribution operations. The key distribution blocking rate
is the probability of key distribution failure due to channel conditions, network
congestion, or other factors in a dynamic QKD routing method. The blocking rate
of key distribution directly affects the system availability and the efficiency of key
generation. By reducing the blocking rate of key distribution, the dynamic QKD
routing method can improve the success rate of key generation, effectively reduce the
risk of system interruption, and improve the efficiency of key generation. The key
distribution blocking probability can directly reflect the blocking situation and the
system performance and is an important index to measure the performance of the
QKD system. Assuming the number of blocking service interruptions occurring due
to insufficient collection link resources, Nb and Nk denote the total number of service
requests. Then, the blocking rate M of the key distribution service is obtained, where
the calculation is expressed as follows (16):

M =
Nb
Nk

(16)

(3) Time delay of the algorithm. The algorithm time delay refers to the time required
to compute the optimal routing and key distribution path in the dynamic QKD
routing method. This index reflects the response speed and real-time performance
of the dynamic QKD routing method. The lower algorithm time delay can enable
the dynamic QKD routing method to adapt faster to changes in network topology
and alterations in key distribution requirements, thus improving the flexibility and
efficiency of the system. In QKD networks, transmission, processing, and waiting
delays are usually combined into a total delay. Assuming that the routing algorithm
sends data from the source node to the destination node through n intermediate nodes,
the total delay of this route is as shown in (17). The average delay per link is (18):

Tt = ∑n+1
i=1 (td + tp + tw) (17)

TD =
Tt

Nr
(18)

where td represents the transmission time between node i and node i+1, tp represents
the time node i caches, forwards and processes data, and tw represents the time node
i waiting for responses from other nodes. n+1 includes the source and destination
nodes. Assuming there are Nr links on a path, TD means the average delay of each
link.

4. Experiments
4.1. Simulation Environment Configuration

The simulation of quantum networks is implemented by integrating QKDsim into
Mininet. Using a scripting language based on Python Version 2.7, the operating system
is Ubuntu 18.04, Open vSwitch Version 2.5.7 is used as the virtual switch, and OpenFlow
Version 1.3 is used as the southbound interface protocol, where the simulation simulates
for a fixed time of 300 s. The number of services arriving during this period ranges from
50 to 200. In the experiments, assume that the bandwidth is set to 50 Mbps, the initial size
of the key pool is 100 KB, the initial amount of keys contained in the key pool is 50 key
volumes, and the number of successfully negotiated link keys is random, ranging from a
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few tens to a few hundred, depending on the given service. The experimental simulation
topology is shown in Figure 6.
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4.2. Simulation Results and Analysis

(1) Comparison of average usage of key resources

The average utilization rate of key resources for three algorithms with increasing
business request volume is shown in Figure 7a, and the average utilization rate of keys
fluctuates up and down as the number of business requests increases. This is because the
actual number of key resources used will also increase correspondingly, while the number
of generated keys remains relatively stable. Therefore, within a certain time period, the
average utilization rate of keys will first increase until it reaches its peak, and then decrease
in other time periods.
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As can be seen from Table 1, the algorithm has more significant values in terms of
mean and standard deviation than the other two algorithms, thus indicating a more efficient
use of key resources overall. As time t increases, the comparative graph of key resource
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utilization efficiency for a given volume of service requests is shown in Figure 7. Figure 7b
shows that the average utilization of key resources fluctuates and tends to stabilize. This is
because when the business request volume is relatively stable, corresponding key resources
can be configured based on actual needs, and proper scheduling and management can
be carried out, thereby maintaining a steady utilization rate of key resources. However,
fluctuations may be caused by factors such as noise in QKD systems and detector efficiency.

Table 1. Numerical calculation of the algorithm.

Algorithm Mean Value Standard Deviation Least Value Maximum Value Median

OSPF Algorithm 35.54685 22.4593 3.2000 75.0000 35.8500
RKP Algorithm 47.38364 20.96505 5.2100 83.5000 51.19958

This article Algorithm 53.6791 23.25971 6.3400 86.3500 58.82423

In summary, the OSPF routing algorithm only focuses on path length, which may lead
to a significant waste of key resources and a low utilization of these resources. However, the
RKP routing algorithm and the routing algorithm proposed in this paper can better utilize
existing key resources and avoid waste. Additionally, the routing algorithm proposed in
this paper can more accurately estimate link conditions and dynamically adjust routes
based on them, allowing for better utilization of key resources.

(2) Key distribution blocking probabilities

To evaluate the effectiveness and reliability of the algorithms more objectively, the
comparative plots of the blocking probability of the key distribution service for the three
algorithms with different service request volumes can be observed, as shown in Figure 8a–c.
The volumes of 50/100/200 service requests are selected for comparison and analysis,
respectively. The figure shows that the key blocking probability of the three algorithms
is relatively flat when the service request volume is 50. However, when the number of
service requests is 100 and 200 Erlang, the OSPF algorithm has a higher blocking rate than
the other two because it does not fully consider the link situation. Its key distribution is
blocking probability, mainly limited by bandwidth and reliability.

The RKP algorithm uses the remaining quantum key amount in the QKP on the routing
path as the weight. It gives preference to the way with a more considerable remaining
quantum key amount for key distribution, thus reducing the blocking probability of key
distribution. Since this algorithm considers quantum resource utilization, it can effectively
reduce the blocking possibility of key distribution. On the other hand, the algorithm in this
paper considers the blocking probability of the link in addition to the number of remaining
keys in the QKP. Combining the link conditions can reduce the key distribution blocking
possibility more effectively.

(3) Delay comparison

The average key transmission delay comparison graph is shown in Figure 9. As the
volume of service requests increases, more requests must wait for key resources to be
allocated and utilized, and the key delay will increase accordingly. Initially, the OSPF
algorithm outperforms the RKP algorithm and the algorithm in this paper because the
OSPF algorithm reduces the complexity by selecting the shortest path for transmission,
resulting in low latency transmission. However, at a later stage, the OSPF routing algorithm
does not consider the status of the key pool of the QKD device, and therefore a longer
waiting time may occur. The RKP algorithm, on the other hand, is based on a routing
algorithm with the amount of remaining quantum keys in the quantum key pool as the
weight.
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In contrast, only the number of keys in the key pool is considered without considering
the specific condition of the link. And thus, unreliable connections may be selected for
routing in the case of poor link status. In the early preparation stage, the algorithm in
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this paper takes some time to process and calculate the path, resulting in high latency.
However, at a later stage, the algorithm in this paper considers the congestion situation. It
can optimize the path selection, thus reducing the latency to a large extent.

5. Conclusions

Through the above method, the proposed routing algorithm can effectively reduce the
waste of quantum key resources and improve the reliability and availability of networks. In
this paper, the classical OSPF and RKP algorithms are compared and simulated, improving
the utilization rate of quantum key resources and reducing network congestion on the
whole. This algorithm provides a reference for the key distribution algorithm. Future
research should continue to deepen the algorithm research comprehensively, improve the
efficiency and security of the algorithm, and explore the performance and optimization
strategy of the algorithm in different application scenarios.
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