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Abstract: In this paper, we propose a trust model to be used in a hypothetical mixed environment
where humans and unmanned vehicles cooperate. We address the inclusion of emotions inside a trust
model in a coherent way to investigate the practical approaches to current psychological theories.
The most innovative contribution of this work is the elucidation of how privacy issues play a role in
the cooperation decisions of the emotional trust model. Both emotions and trust were cognitively
modeled and managed with the beliefs, desires and intentions (BDI) paradigm in autonomous agents
implemented in GAML (the programming language of the GAMA agent platform), that communicate
using the IEEE FIPA standard. The trusting behavior of these emotional agents was tested in a
cooperative logistics problem wherein agents have to move objects to destinations and some of the
objects and places are associated with privacy issues. Simulations of the logistic problem show how
emotions and trust contribute to improving the performance of agents in terms of both time savings
and privacy protection.
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1. Introduction

Including emotions in the interactions between humans and autonomous compu-
tational entities (agents) is among the current challenges faced by artificial intelligence:
so-called affective computing [1]. Success in addressing this challenge would provide
efficiency and common understanding in such interactions. Trust (how trust is achieved,
applied and updated) is also of considerable relevance with respect to how and whether
such interactions between humans and agents take place. Both uniquely human concepts,
trust and emotion have been addressed in the field of psychology from different theoretical
perspectives in the scientific literature, as discussed in Section 2. We intend to suggest a
system of agents that integrates the existing links between privacy, trust and emotions in a
meaningful way that is coherent with such literature.

We intend to achieve this goal by inspiring ourselves with a hypothetical cooperative
logistics problem wherein humans and embodied unmanned vehicles gait according to
their internal emotions and where they also perceive the emotions of other agents they meet
(by observing their gait). Although our simulation does not include humans or futuristic
embodied unmanned vehicles that are able to emotionally gait, the implemented agents
reason and communicate in a human-like way, and they perceive simulated emotions
through the hypothetical gaits of the agents they meet. In such a suggested cooperative
logistic problem, these agents have to perform repetitive tasks (moving boxes). Because
several of these tasks may overwhelm the ability of an agent, they request the cooperation
of other agents to perform some of these tasks (move boxes). Asking for and accepting
cooperation involves forming a trusting relationship, wherein trust in other agents is built
not only based on knowledge of past direct interactions but also on the internal emotions
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of the agent and with the interpretation of the perceived emotion of the interacting agent.
In this way, internal emotions and the perception of alien emotions of other agents act as
indirect knowledge in the trust decision, replacing the role that reputation information
about third parties often plays in trust models. The trust model we suggest is therefore
focused on social punishment applied to misbehaving agents (non-cooperative behavior)
through reasoning about their own and alien emotions (acquired by observation and based
on the privacy concern associated with the task to be accomplished).

On one hand, our intended hypothetical use case consists of humans and embodied un-
manned vehicles that are both moving boxes in the same environment. Existing unmanned
vehicles are either able to autonomously transport boxes in real urban environments or
they are embodied and able to gait as humans; however, the two features are currently
mutually exclusive. In a case in which only humans have the ability to gait, only human
emotions can be perceived, so our model must be significantly adapted to this limitation.

On the other hand, the privacy issues associated with the boxes may take several
forms depending on the nature of the box itself; for instance, some examples of real-life
situations in which humans may feel shame are those regarding the potential object they
are carrying:

• A bouquet of flowers, especially if the handler is seen in a suspicious way due to
personal circumstances, e.g., already married, too young/old, etc.;

• A stroller for a baby, especially if the handler’s work colleagues do not know about it;
• A set of masks when there is a mask shortage in a pandemic situation;
• A piece of cloth not coherent with the perceived gender role of the handler;
• Any kind of item with a political/ideological meaning.

Possible reasons that justify privacy issues inducing shame in the handler often differ
in nature, making it nearly impossible to produce an exhaustive list. Our work is not
intended to be specific to any such context.

Our contribution is not exclusively focused on the tasks to be accomplished over time
(in our use case, the logistic problem, i.e., sharing the boxes to be moved, produces time
savings) but is also strongly linked to the avoidance of private disclosure. The avoidance of
privacy disclosure can significantly contribute to a decrease in the negative effects of social
prejudices against discriminated minorities. Our combined goal consists of both the task to
be accomplished and avoidance of privacy disclosure. The experimental results reported
in Section 7 are presented to show how emotions and the trust model influence both of
these aims.

Specifically, the implementation of the agents in our contribution takes the form of a
humanized internal architecture that includes emotions and privacy reasoning, which is an
internal cognitive/symbolic representation of human reasoning according to which agents
interact among themselves based on implicit observation of the gaits of the other agents
they meet and the explicit exchange of human-like messages asking for cooperation.

Section 2 illustrates the state of the art corresponding to the computational representa-
tion of emotions, trust and privacy. Section 3 describes how we address the definition and
computation of emotions and personality in our approach. Section 4 shows the applied
trust model and its relationship with emotions and personality. Section 5 describes the
FIPA protocols used in this study and the BDI reasoning followed by agents. Section 6
shows the cooperative logistic problem defined to test the execution of our model using the
GAMA version 1.82 agent platform. Section 7 includes the experimental results. Finally,
Section 8 concludes this work, discussing the possible uses and benefits of our model.

2. State of the Art
2.1. Computational Representation of Emotions

There is no consensus in the academic literature as to how emotions can be catego-
rized or how emotions arise and are applied [2]. The simplest classifications distinguish
either six (anger, disgust, fear, joy, sadness and surprise [3]) or eight (trust, fear, surprise,
sadness, disgust, anger, anticipation and joy [4]) basic/primary/innate emotions. However
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when emotions are limited to facial expressions, the authors of [5] reduced them to four
instances: anger, sadness, fear, joy and surprise. A more fine-grained representation [6]
includes secondary emotions that result from the evaluation of expectations, such as relief
or hope. The adoption of these emotions in an affective state (called mood) involve at least
one dimension: the pleasure it generates (called valence), which can be either a positive
(good/pleasant) or negative value (bad/unpleasant). The most complete categorization is
the so-called OCC (based on name of its authors) cognitive theory [7], which distinguishes
emotions according to the source: events, agents or objects. A human/agent is in a particu-
lar mood when they feel an emotion with sufficient intensity, which decreases over time.
Therefore, many formalizations [8,9] include at least a second dimension, noted as arousal,
which represents the (positive) level of intensity/excitement regarding the given emotion.
But the most widely used model, known as the PAD (pleasure, arousal and dominance)
model [10], includes a third dimension: dominance. The PAD model represents the level
of control felt by the human/agent in facing the current situation. A positive value indi-
cates that the human/agent is dominant (in control of the emotion), and a negative value
indicates that the human/agent is submissive to it. In the PAD model, an emotion is repre-
sented by a point in three-dimensional space. A mood is adopted when a given emotion
exceeds a given threshold and decreases over time (a forgetting curve) depending on the
personality of the human/agent. Unlike mood, personality is not temporal and does not
depend on the occurrence of a particular event/context. The most extended theory [11] of
personalities considers five factors: openness, conscientiousness, extroversion, neuroticism
and agreeableness, whereas a another popular personality theory [12] considers just three
factors: extroversion, neuroticism and psychoticism. Extroversion is linked to increased
display, sensitivity and duration of positive emotions, whereas neuroticism has a similar
effect but with respect to negative emotions [13]. Additionally, neuroticism is associated
with a reduced ability to focus attention to complete tasks [14] jointly with an aversion to
novelty and uncertainty [15]. Psychoticism traits are associated with rejection of cultural
norms and non-compliance with social expectations [16].

Emotions arise in an uncontrolled way (particularly submissive emotions), producing
sudden embodied effects that may be observed physically [6,17]. Several previously
described anthropomorphic systems employ fully embodied agents to show emotions,
for instance, in physical interactions [18,19] and in conversations [20,21]. Overall, the
most frequently used method of showing emotions is through facial expressions [22,23].
Although less used as a way to show and perceive emotions, the gait of humans and
embodied agents has also been studied [24,25]. Additionally, automated detection of
human emotions has raised considerable privacy and legal concerns [26,27] that are not
addressed in this contribution.

2.2. Computational Representation of Trust

Agents are intended, by their own nature, to be self-interested, i.e., their behavior
cannot be assumed to be altruistic and cooperative [28,29]. Because they are also dynamic,
the past behavior of an agent can only serve as a rough estimation of its future behavior.
Agent systems are also, by definition, open, so agents come and go; therefore, different
levels of knowledge about the behavior of other agents coexist. Finally, as such systems can
be highly populated, the occurrence of interactions with a majority of the other agents in the
system is not likely. The joint existence of these features produces a significant difficulty in
estimating the expected reliability of potential partners in interactions. In order to overcome
such a difficulty, trust models based on reputation computations have been proposed in
recent decades [30]. Whereas reputation represents a quantitative evaluation of the expected
behavior of another agent, which has to be numerically aggregated and updated from
indirect sources and direct experiences (each model suggests a different computation),
trust represents the cognitive decision of an agent to participate in a potentially risky or
uncertain interaction [31].
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Cognitive decisions of agents are often implemented using the beliefs, desires and
intentions (BDI) paradigm and produce intelligent agent behavior through cyclic delibera-
tion about explicit beliefs, desires and intentions of the agent [32]. Such cognitive agents
are expected to make use of interaction protocols to communicate meaningful messages
with each other according to the IEEE Foundation for Intelligent Physical Agents (FIPA)
standard [33]. Such a cognitive trust decision in BDI agents considers factors such as beliefs
about the general situation in which the interaction decision is takes place and beliefs about
the other agents [34]. Whereas in real life, emotions play a key role in trusting decisions,
the beliefs agents use do not represent emotions; agents make decisions unemotionally
according to their beliefs about the situation and about the other agents. Even the only
properly emotional trust model found in the literature [35] decides with a trust model and
an emotional model implemented as independent reasoning blocks. However, the need for
an emotional trust model for agents has been recently recognized in the literature [36]. Fur-
thermore, the authors of [37] observed a close relationship between the beliefs of agents and
the emotions described by the OCC model of emotions [7]. Finally, underlying some of the
purely trust-based models proposed in the literature, such as that proposed in [38], where
failures in the trusting decision have a much greater mathematical impact on reputation
than success, a hidden implicit emotional process occurs.

2.3. Computational Representation of Privacy Issues in Social Interactions

Privacy protection has been largely bounded by legal systems, especially in the Euro-
pean Union (EU), as demonstrated by Regulation 2016/679 of the European Parliament [39].
While privacy can be roughly defined as the right to control one’s own personal informa-
tion [40], it is a very complex and broad issue that exceeds the legal perspective. Despite
being legal (as they may take place in public spaces), some interactions cause the perception
of potentially shameful, intimate or sensible tasks by the interacting partners. The nature,
scope, context and purpose of any social interaction defines the level of privacy harm
produced [41,42]. The acknowledgment of this level of potential privacy harm to one’s
own social image and that of others in interactions causes an emotional response in both
interacting parties [43]. Therefore, as in real life, privacy not only plays a legal role but
also an emotional role in interactions (inhibiting or promoting behavior). In the same way,
when agents act autonomously on behalf of humans, the emotional impact of the potential
privacy-related interactions performed by the agent have to be represented, weighted and
considered in the decision making of such agents. The particular causes of privacy issues
involved in the social interactions may vary and may be related to ideological, gender,
work and health issues. Privacy issues can take different forms depending on the personal
circumstances associated with social interactions. The present work is not focused on any
one such circumstance, nor do we specifically represent a model of all such causes and
their given circumstances leading to privacy concerns. Instead, we assume that social meet-
ings sometimes have associated privacy issues that can be avoided through cooperation
between humans and autonomous agents. Our use case of a logistic problem in which
a human delegates the task of moving a box to an unmanned vehicle avoids the privacy
issues associated with the box itself and the places to which it is moved, independent of
the specific privacy issues and their causes.

3. Proposed Emotional Model
3.1. Sources of Emotions

Among all the possible representations of emotions described in Section 1, we decided
to represent a set of five of the six basic emotions [3]: joy, sadness, anger, fear and surprise.
We made this decision based on the limitation of how emotions are assumed to be perceived,
as demonstrated in our contribution through the gait of humans and embodied agents. For
example, through interactions with agents, their gaits may be perceived as:

• Happy: for instance, when the encountered agent walks straight and looks toward its
front side;
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• Sad: for instance, when the encountered agent has a curved back and looks down at
the floor;

• Anger: for instance, when the encountered agent raises its shoulders, its hands form
fists and its moves are fast and rigid;

• Fear: for instance, when the encountered agent stands still and its hands and legs shake;
• Surprise: for instance, when the encountered agent stands still and its head leans back

as it raises its hands.

In our model, in order to represent the emotive reactions that take place in real life,
agents feel emotions according to the combination of three dynamic external perceptions
(the sources of emotion):

1. Others: when the emotion perceived in response to the encountered agent is anger,
a fear emotion is produced;

2. Alien privacy: when a privacy issue is associated the other agent involved in the
meeting (which may be due to the object carried by the other agent), a surprise
emotion is be produced;

3. Own privacy: when a privacy issue is associated with the subject agent involved in
the meeting (which may be due to the the place of the meeting or the object carried by
the subject agent), an anger emotion is produced;

4. Positive rewards of performance: when the subject agent successfully accomplishes
its task, a joy emotion is produced;

5. Negative rewards of performance: when the subject agent poorly accomplishes its
task, a sadness emotion is produced.

Additionally, we suggest that agents be assigned one of the three personalities pro-
posed by [12]: extroverted, neurotic or psychotic. The personality of an agent has acts as
emotion enhancer. Whereas an extroverted personality tends to enhance positive emo-
tions (joy and surprise), neuroticism enhances negative emotions (sadness and fear), and
psychoticism enhances antisocial emotions (anger). Whereas emotions are dynamic and
dependent on the sequential situations addressed by and several emotions may coexist
(although just one is dominant and becomes the mood of the agent), personalities are static,
predefined and mutually exclusive.

3.2. The PAD Levels of Emotions

Based on the combination of these sources, in each iteration cycle, a resulting value
represents the possibility of an agent feeling an emotion. Because several emotions may
simultaneously be felt, the emotion corresponding to the greatest of them is the that shown
by the agent when two agents meet in the same place. As the literature (Section 1) states,
emotions are often defined by three dimensions: pleasure, arousal and dominance (PAD).
The five basic emotions related to gait perception are associated with the specific values
shown in Table 1 [44]. Due to the intrinsic meaning of these concepts, whereas pleasure
and dominance take positive and negative values (between −1 and 1), arousal always
takes a positive value (between 0 and 1). The feeling of an emotion (we) is computed using
Equation (1), where de stands for the distance between the current 3D PAD position of the
agent and that of each basic emotion, ∆e is the minimum threshold required to activate an
emotion and φe establishes the point of saturation of each emotion, as proposed in [45].

we =

(
1 − de − ∆e

φe − ∆e

)
(1)

Because emotions tend to be balanced over time, we progressively reduce the pleasure
level of an emotion (Pi) with a decreasing function that depends the excitement of the agent
(arouse level), as shown by Equation (2), where Vp is a constant that softens the level of
decrease and is fixed at 0.1.

Pi = Pi−1 − Vp × Ai−1 (2)
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Table 1. PAD definition of each emotion according to [44].

Emotion Pleasure Arousal Dominance

joy 0.75 0.48 0.35
sad −0.63 0.27 −0.33

surprise 0.4 0.67 −0.13
fearful −0.64 0.6 −0.43
angry −0.51 0.59 0.25

3.3. Pad Changes Due to the Source of Emotion

Each of the five sources of emotion listed in Section 3.1 (others, own privacy, alien
privacy, and positive and negative rewards) is intended to cause an emotional reaction
explained below (fear, anger, surprise, joy or sadness) through changes in the PAD values.

The pleasure level is positively affected (with a value of 0.1) by the instant satisfaction
that an agent feels when a reward for achieving a current goal is satisfied (in our logistic
problem, when the box reaches the destination in time). On the other hand, when the agent
fails to achieve a current goal (in our logistic problem, this takes place in both situations:
social punishment due to the agent’s own privacy disclosure and failure in box delivery),
its pleasure level is negatively affected (with a value of −0.1).

We propose that the level of arousal of the agent increases directly proportionally
to the sum of the variation of the next potential source of emotions: the perceived anger
emotion of the currently encountered agent and the privacy disclosures of both agents
(own and alien) that are induced by the boxes and the place of the meeting. Equation (3)
shows this computation, where Va is a constant that softens the level of increase/decrease
fixed at 0.1, and Si,j is the contribution to the arousal by each j source of emotion.

Ai = Ai−1 + ∑ Si,j − Si−1,j × Va (3)

Given the emotions that we intend to produce from the sources of emotion, dominance
is decreased (by 0.1) when anger is perceived in the gait of the currently encountered agent.
However, because dominance represents a dichotomy between being controlled and being
in control, two other conditions cause a sense of control/lack of control in the agent:

• The number of tasks for which the agent is responsible in a given moment (in our
logistic problem, due its own boxes to be moved and delegated boxes), as a high
number of tasks causes a sense of a lack of control of the situation. Each task exceeding
the first task causes a decrease of −0.05 in dominance; on the other hand, having no
current task causes an increase of 0.1 in dominance, and having just one task results in
a 0.05 increase;

• The overall achievement/performance of the agent across all executions (not just an
instant reward for the current goal), as poor performance causes a sense of a lack of
control (forcing the agent to accept offers of help from untrusted agents) and because
the accumulated reward per task is less than the average reward, causing a decrease
of −0.1 in dominance, while a greater-than-average reward causes an increase of 0.1.

As for pleasure, a decreasing function is applied to dominance component. The level
of decrease also depends on the excitement of the agent is (arousal level), as shown in
Equation (4), where Vd is a constant that softens the level of decrease fixed at 0.1.

Di = Di−1 − Vd × Ai−1 (4)

3.4. Influence of Personality on Emotions and Performance Ability

The literature states that personality influences how emotions are felt in different
ways: extroversion enhances joy and surprise, neuroticism enhances sadness and fear and
psychoticism enhances anger. We intend to represent such influence through the ways in
which changes in pleasure, arousal and dominance are computed. Specifically, we suggest
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the use of constants (Vp, Va and Vd) that soften the level of decrease over time for pleasure,
arousal and dominance, respectively. The resulting modifications are described as follows:

• Because joy and and surprise have the highest associated positive values of pleasure in
Table 1, an extroverted personality promotes joy and surprise (as suggested in [13]) by
causing low-level changes in pleasure through a small softening constant (Vp = 0.05
instead of Vp = 0.1) when the value is positive;

• Because sadness and fear are associated the highest negative values of pleasure in
Table 1, a neurotic personality promotes sadness and fear (as suggested in [13]) by
causing low-level changes in pleasure through a small softening constant (Vp = 0.05
instead of Vp = 0.1) when the value is negative;

• Because anger is associated with the highest positive values of dominance in Table 1,
a psychotic personality promotes anger by causing low-level changes in dominance
through a small softening constant (Vd = 0.05 instead of Vd = 0.1) when the value
is positive.

The accomplishment of the moving tasks is strongly associated with the personality
of the agents. Because neuroticism is associated with a reduced ability to focus attention
to complete tasks according to [14], all (own and delegated) moving tasks are delayed (by
a cycle) when performed by neurotic agents. Because psychoticism leads to rejection of
cultural norms and non-compliance with social expectations according to [16], psychotic
agents perform the delegated moving tasks with a delay of one cycle.

4. Proposed Trust Model

Interactions between agents cause both rewards and punishments that strongly influ-
ence the ways in which agents trust each other. On one hand, the privacy concern caused by
other agents (in the logistic problem, whenever our agent meets another agent in a sensible
cell or with a sensible box) produces negative feedback (social punishment) in our agent.
On the other hand, our agent receives positive feedback (social reward) when the task is
successfully accomplished (in the logistic problem, when the box reaches the destination).
If the moving of a box is partly delegated to other (trusted) agents, our agent receives a
reward corresponding to the level of joint success of the trusted agents proportionally to
the incurred delays in delivery. Therefore, we can now distinguish between two different
rewards that agents receive: privacy-related rewards and the delay-related rewards, both
of which can be further classified into two subtypes: those related to the box and place
(privacy-related rewards) and those related the subject agent’s performance and that of
alien agents (delay-related rewards).

We can distinguish between two different trusting decisions:

1. The decision to request cooperation, where our agent becomes the trusting agent, as it
delegates a task to another (trusted) agent, taking some risks (in our logistic problem,
trusting another agent to move a box towards its destination), with no associated
certainty or guarantee of the future behavior of the other agent, although afterward,
the trusting agent receives delayed feedback about the behavior of the trusted agent (in
our logistic problem, the trusting agent learns whether the box reached the destination
in a given time or not).

2. The decision to answer a cooperation request from another agent, where our agent
becomes the trusting agent, as it carries out a delegated task for other (trusted) agent,
taking some risks (in our case, trusting the other agent to reach the destination in a
given time). Again, there is no associated certainty or guarantee of the future behavior
of the other agent, although afterward, the trusting agent receives delayed feedback
about the behavior of the trusted agent (in our logistic problem, the trusting agent
will learn whether the moving task was performed in time or not).

The decision to request cooperation from another agent depends upon the
following criteria:
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• The mood (current feeling) of the trusting agent: positive emotions (joy and surprise)
of the agent encourage trusting decisions, whereas negative (sadness and fear) and
antisocial (anger) emotions discourage trusting decisions, with a bonus/malus of 0.1
of trust required;

• The privacy issues of the agent involved in the trusting decision (in our logistic
problem, the level of privacy associated with the box to be delegated). If privacy issues
are involved, then 0.1 less trust is assigned to the other agent;

• How much the other agent is trusted: Trust is computed based the previous perfor-
mance of the other agent in interactions with the subject agent (in our logistic problem,
the level of previous success of the other agent performing moving tasks of the subject
agent). Success (delivery of the box without delay) is associated with an increase of
0.1 in trust, whereas each cycle of delay translates to a −0.05 decrease in trust;

• How much the agent needs help (in our logistic problem, the number of boxes al-
ready carried): For each box already being carried, 0.05 less trust is assigned to the
other agent.

The decision to answer a cooperation request from another agent depends upon the
following criteria:

• The mood (current feeling) of the trusting agent: Positive emotions (joy and surprise)
of the agent encourage trusting decisions, whereas negative (sadness and fear) and
antisocial (anger) emotions discourage trusting decisions, with a bonus/malus of 0.1
of trust required;

• Privacy issues involved in the trusting decision for the agent (in our logistic problem,
the level of privacy associated with the box to be moved): If privacy issues are involved
for with subject agent, then 0.1 less trust is assigned to the other agent;

• How much the other agent is trusted, where trust is computed based the previous
performance of the other agent in interactions with the subject agent (in our logistic
problem, the level of success of the other agent in previously moving boxes of the
subject agent): success (delivery of the box without delay) is associated with an
increase of 0.1 in trust, whereas each cycle of delay translates to a −0.05 decrease
in trust;

• How much the other agent may help (in our logistic problem, the number of boxes
already carried and assigned boxes with their time requests and relative paths to their
destination): for each box already being carried, 0.05 more trust to is required to accept
the cooperation offer.

The perceived emotion of the other agent does not directly influence both trusting
decisions, i.e., the influence is indirect: perceived alien emotion influences the emotion of the
subject agent, and such own emotion influences the corresponding trusting decision. In the
same way, privacy issues associated with the to-be-trusted agent do not directly influence
both trusting decisions; they influence the alien emotion, which influences the emotion of
the subject agent, and such emotions influence the corresponding trusting decision.

5. FIPA Protocols and BDI Reasoning

According to the BDI paradigm [46], the behavior of agents is determined by the
achievement of desires through the execution of plans corresponding to the intended
desires caused by the perception of certain conditions (beliefs expressed as predicates). In
this section, we explore the adopted desires, the firing beliefs and the corresponding plans
used by agents in our system.

The agents of our system perform their moving tasks following a repeated iteration
cycle. Before such a cycle takes place, agents are initiated with:

• A random fixed personality chosen among three possible personalities: neurotic,
psychotic or extroverted;

• An initial mood (current feeling) derived from the neutral (0) PAD values of pleasure,
arousal and dominance;
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• An initial location (randomly chosen anywhere in the existing grid);
• An initial desire to be idle.

Agents continuously perceive the existence of the boxes assigned to them, jointly
with the destination that they have to reach and whether they have privacy issues or not.
In the same way, agents continuously perceive other agents that are busy, jointly with their
location. These perceptions cause the adoption of pendingpackage and busycarrier beliefs,
respectively, and they occur in parallel with any desires of the agent.

Once initialized, the repeating iteration cycle starts with the execution of the desire to
be idle. The corresponding plan is accomplished according to the following steps if any
pending package is perceived:

• Transformation of the closest package among all pending packages into a current
package belief;

• Transformation of all other pending packages into movingpackage beliefs;
• Dropping of the idle desire and adoption of a moving desire.

In cases in which no pending packages are perceived, the agent moves towards the lo-
cation of the closest busycarrier (where busy means currently moving at least one package).

The plan corresponding to the desire to move a package also transforms all pending
packages into movingpackage beliefs. Then, in cases in which another agent and any other
package, in addition to the current package, are present in the same cell, the following steps
are carried out:

• The farthest package is chosen as a candidate to be delegated;
• The level of trust in the encountered in the same cell is determined;
• Trust modifiers are computed based on emotions and personality;
• A decision is made to delegate the candidate package in cases of sufficient trust in the

encountered agent.

The decided delegating process is implemented as a call for proposal (CFP) interaction
protocol (FIPA-compliant), as graphically outlined in Figure 1.

Delegation can take place several times for the same package, forming sequential
instances of this CFP protocol. Figure 2 graphically represents such a linked sequence of
CFP protocol instances.

Version July 15, 2023 submitted to Appl. Sci. 10 of 18

Figure 2. FIPA CFP Interaction Protocol for delegating a task

Figure 3. FIPA CFP Interaction Protocol sequentially linked for delegating several times for several
agents a given task

Figure 1. FIPA CFP interaction protocol for delegating a task.
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Figure 2. FIPA CFP Interaction Protocol for delegating a task

Figure 3. FIPA CFP Interaction Protocol sequentially linked for delegating several times for several
agents a given task

Figure 2. Sequentially linked FIPA CFP interaction protocol for a given task several times.

Once a package has been moved to its destination, it disappears from the simulation.

6. Problem Definition in the GAMA Platform

In the simulations, carrier agents (with different initial random locations, personalities
and assigned packages) move and interact in an abstract environment represented by a
grid. At the beginning of the simulation, several boxes appear with random destinations
and assignments to carriers. Initially and in any time, an agent may concurrently have
several boxes to move (requiring the cooperation of other agents to satisfy all moving goals
in time). The simulation ends when all packages have reached their destinations.

According to this problem definition, agents feel different emotions when they meet
each other and when they succeed or fail in moving a box. We assume that agents perceive
the gaits of the other agents when they meet in the same location. Additionally, we assume
the ability of agents to identify which boxes and cells cause personal privacy concerns.

In order to implement our trust model, we used the GAMA agent platform [47] version
1.8.2, which is an open-source, FIPA-compliant software that includes the possibility of
using the BDI paradigm for reasoning [48]. GAMA allows for large-scale simulations and
integrates geographic information system (GIS) data [49]. The GMA agent also includes an
extension that links norms with emotions [50].

The parameters of the simulation define the setup of the problem, as shown in Figure 3
and listed below jointly with the values used in the experiment:

• Whether to include trust in the simulation or not (variable: true or false);
• Whether to include emotions in the simulation or not (variable: true or false);
• Number of packages (fixed at 15);
• Number of carrier agents (fixed at 15);
• Percentage of initially idle carrier agents (variable: 0%, 20%, 40%, 60% or 80%);
• Size of the square grid, in number of cells (fixed at 30);
• Probability of a cell/box being private (variable: 0.0, 0.2, 0.4, 0.6 or 0.8);
• Probability of being neurotic (fixed at 33%);
• Probability of being psychotic (fixed at 33%);
• Penalty associated with privacy disclosure (fixed at 2.0);
• Reward for reaching the target in time (fixed at 1.0);
• Penalty for a delay in reaching the target (fixed at 2.0);
• Basic trust threshold to cooperate (fixed at 0.5);
• Initial trust in an unknown agent (fixed at 0.5).
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Figure 3. Parameter definition in the CUI simulation.

Agents are represented as rectangles with their corresponding IDs inside in a grid
of cells and colored in blue when they are idle, whereas the destinations of the boxes to
be moved according to the original assignment are represented by green-colored circles
containing the ID of the assigned carrier, as shown in Figure 4. Once the agents perceive
the packages and start moving, the destinations of boxes to be moved by other agents that
differ from the original assignment are represented by yellow-colored circles containing
the ID of the currently moving carrier, and the carriers moving a package are represented
by black-colored squares containing their ID and cells in which two or more agents meet
are represented as red-colored squares, as shown in Figure 5.

Figure 4. Initial situation in a scenario in which carrier agents move to the destinations of their boxes.
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Figure 5. Ongoing situation in which carrier agents move to the destinations of their boxes.

7. Experimental Results

As all experimentation is strongly dependent on the particular values of many model
variables, proving any definitive validation is beyond the scope of the present work.
Our goal is to show a possible mechanism by which privacy-induced emotions may be
integrated in a trust model, enabling a futuristic interaction between unmanned automated
elements and humans, both transporting objects. The role of emotions is not specifically
designed to improve the rewards obtained by the agents. Although emotions affect these
rewards, they are only intended to mimic human behavior, causing reactions that are as
realistic as possible according to psychological theories and previously reported practical
approaches to these theories, as explained in Section 1.

Using the problem definition presented in Section 6, we compare two alternatives with
our emotional trust model (denoted as emotionaltrust):

• A trust model without emotions (denoted as noemotions): the current feeling does not
modify how much trust is required to propose and to accept a proposal for delegation
of a task (happy and surprised emotions decrease the trust requirement, whereas
sadness, anger and fearful emotions increase the trust requirement);

• No trust model at all (denoted as notrust): No agent trusts any other agent, and no
cooperation takes place (no objects are delegated to other agents to be carried towards
their destinations). All agents carry the initially assigned objects to their destinations
by themselves, without any way to decrease the corresponding delays. This is the
worst case, serving as the benchmark to show the improvement achieved by the
other alternatives.

All comparisons are repeated 100 times to decrease the variability caused by the
initial random locations of objects and agents. The comparison is measured in two ways.
First, we determine how these three models obtain rewards when the number of idling
agents changes. When the number of initially idle agents increases, the possibility of
cooperation increases (fewer delays and the avoidance of more privacy issues are possible).
Figure 6 shows the results obtained in this first comparison, according to which we can
conclude that:

• The rewards for any alternative can be expected to increase as the percentage of idle
agents increases; however, rewards appear to reach a saturation point between 20%
and 40%, beyond which no significant increase is perceived;

• With the independence of the percentage of idle agents, the no-trust alternative ob-
tains considerably fewer rewards than the other two alternatives (no emotions and
emotional trust);

• When the percentage of idle agents is very low (20%), only a few boxes can be del-
egated, causing results that significantly differ from those obtained with greater
percentages. This is especially true for the no-trust alternative;
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• Except when the percentage of idle agents is very low (20%), the use of emotions
slightly increases the rewards obtained by agents (the emotional trust alternative
slightly outperforms the no-emotions alternative). Therefore, in these cases, using
emotions in the trust model causes some improvement. However the difference
is minimal;

• When the the percentage of idle agents is very low (20%), the use of emotions clearly
leads to fewer rewards, with an apparent decrease in the quality of decisions made
by the trust model (the no-emotion alternative clearly outperforms the emotional
trust alternative).

Figure 6. Comparison of the three alternatives when the percentage of initially idle carrier
agents increases.

In the second comparison, we determine how these three models obtain rewards when
the privacy probability changes. Privacy probability represents the probability of a box or
a cell becoming a privacy issue for a particular agent. The privacy of the box is constant
and fixed from the moment the assignment takes place (both initially and for delegation),
whereas the privacy of a cell is computed whenever a meeting takes place. For both
parameters, the same probability value is used. Therefore, in one extreme, a zero-privacy
probability indicates that no cell or box is private at any time. Therefore, privacy plays no
role in the simulation. Given our intention to study the effect of a progressive increase in
this variable, we remark here on the role of this variable in the model:

• Currently carrying a private box increases the chances of proposing a delegation to
another agent whenever a meeting takes place, as the box may not be private for
the other agent (corresponding to a smaller burden for the other agent to carry it to
its destination);

• Both private boxes and cells cause a punishment reward whenever a meeting takes place;
• Both private boxes and cells cause a decrease in the pleasure level of the agent (PAD

variable) whenever a meeting takes place;
• Both private boxes and cells cause an increase in the arousal level of the agent (PAD

variable) whenever a meeting takes place.

Figure 7 shows the results obtained in this second comparison, according to which we
can conclude that:

• As the privacy probability increases, the rewards associated with any
alternative decrease;

• Independent of the value of privacy probability, the no-trust alternative results in
considerably fewer rewards than the other two alternatives (no emotions and emo-
tional trust);

• Except when the privacy probability is very high (0.8), the use of emotions slightly
decreases the rewards obtained by agents (the emotional trust line is slightly below
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the noemotions line). So it appears that in these cases, using emotions in the trust
model causes some decline, but the difference is very small.

• When the the privacy probability is very high (0.8), the use of emotions appears to
obtain worse rewards, and it seems to decrease the quality of the decisions taken
by the trust model (the no-emotions alternative slightly outperforms the emotional
trust alternative).

Figure 7. Comparison of the three alternatives when the probability of privacy issues increases.

Taking the results of both comparisons jointly, we observe that the inclusion of emo-
tions in a trust model according psychological theories and based on previous practical
approaches to these theories as explained in Section 1 and with the particular values of all
the variables of our model does not universally improve the rewards obtained by the trust
model without emotions. In some circumstances, the proposed model slightly improves the
quality of the implemented decisions, whereas in other circumstances, it clearly reduces the
quality of such decisions. In most circumstances, the differences are minimal, and compared
to the model with no trust, emotions do not negate the most significant advantages (in
terms ) that a trust model provides.

8. Conclusions

Interactions between autonomous agents and humans in mixed environments are
associated with several challenges. Although our focus is on conversational means, emo-
tions (their expression, perception and reasoning) may also play a major role. In this paper,
we have addressed the topic of using emotions within a trust model with an innovative
inclusion with respect to the role of privacy issues in an emotional trust model. To the best
of our knowledge, this issue has not been addressed before in the scientific literature. Our
research accomplishes several milestones:

• We proposed a particular way to include privacy in an emotional model that is
compliant with psychological theories and previous practical approaches to these
theories, as explained in Section 1;

• We proposed a particular way to include privacy in the cooperation decisions of a
trust model;

• We suggested a set of particular values for all variables that form our privacy-sensible
emotional model;

• We implemented our model in the reasoning of symbolic agents in GAML (the
programming language of the GAMA agent platform) according to the belief, de-
sires and intentions deliberative paradigm, which is communicated using the IEEE
FIPA standard.

• We also defined a cooperative logistic problem to test our model.
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• And finally, we have executed agent simulations that generated two different compar-
isons. Such comparisons allowed us to observe the contribution of emotions and trust
in the defined cooperative logistic problem to improve both of our goals: time savings
and privacy protection.

In our proposal, we intended for the agents to be as humanized as possible through the
use of a symbolic approach that provides explainability and transparency via BDI reasoning
with FIPA. Privacy issues are also an important factor in how we feel when interacting with
others, and emotional agents should address their perceptions, expression and reasoning.
The inclusion of privacy sensitivity in an emotional trust model is so innovative that a
comparison with alternative models is not yet possible.

Although the experimental results that we obtained from the simulation of the logistic
problem do not seem to encourage the use of emotions to satisfy both our goals (time
savings and privacy protection), the inclusion of emotions is assumed to be a key element
for autonomous agents to become accepted in real-life applications. And, since the emotions
do not significantly harm the results, its inclusion could balance the little bit of loss in
performance with the improvement in representativeness that emotions provide to social
interactions. This is the most significant contribution of our work, rather than the potential
gain that sharing tasks themselves can provide.

Our contribution is not the only way to model the social punishments that privacy
issues cause, and many particular settings could take another form and lead to very dif-
ferent experimental results, including the conceptual representation of emotions based on
the problem used to test the model and the mathematical quantification of all involved
factors. Many other alternative uses of privacy in an emotional interaction between hu-
mans and autonomous agents are possible, but our model provides a step towards a path
worth exploring.

The adaptation of our emotional trust model to the hypothetical mixed environment
of humans and unmanned vehicles is out of the scope of this contribution since it would
require taking into account the existence of embodied unmanned vehicles expressing emo-
tions through their gait, which we can currently only imagine. Also, other circumstances
would have to be taken into account, such as the capacity and range of the different types of
autonomous vehicles. Other transportation issues, such as the traffic, weather conditions or
the different relevance of the boxes may also play a role. The real involvement of humans
in the experiment would also make it even more difficult to test the model and to reach a
conclusion. But, the usefulness of this research is not dependent on such an adaptation,
and our model is useful because it provides a first proposal on how to involve privacy
in the emotional deliberation that takes place in trust decisions. In spite of the lack of
specificity in the definition of what boxes are carrying the agents, of what causes privacy
concerns, and of the multiple adaptations required to apply it in real life, our proposal
shows how privacy can be related to the emotional representation of agents trusting each
other, and when emotions and trust are applied, how the agents moving boxes in our
simulation address the combined goal of time saving and privacy protection.
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