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Abstract: Essential proteins are vital for maintaining life activities and play a crucial role in biological
processes. Identifying essential proteins is of utmost importance as it helps in understanding the
minimal requirements for cell life, discovering pathogenic genes and drug targets, diagnosing
diseases, and comprehending the mechanism of biological evolution. The latest research suggests
that integrating protein–protein interaction (PPI) networks and relevant biological sequence features
can enhance the accuracy and robustness of essential protein identification. In this paper, a deep
neural network (DNN) method was used to identify a yeast essential protein, which was named
IYEPDNN. The method combines gene expression profiles, PPI networks, and orthology as input
features to improve the accuracy of DNN while reducing computational complexity. To enhance the
robustness of the yeast dataset, the common least squares method is used to supplement absenting
data. The correctness and effectiveness of the IYEPDNN method are verified using the DIP and
GAVIN databases. Our experimental results demonstrate that IYEPDNN achieves an accuracy of
84%, and it outperforms state-of-the-art methods (WDC, PeC, OGN, ETBUPPI, RWAMVL, etc.) in
terms of the number of essential proteins identified. The findings of this study demonstrate that
the correlation between features plays a crucial role in enhancing the accuracy of essential protein
prediction. Additionally, selecting the appropriate training data can effectively address the issue of
imbalanced training data in essential protein identification.

Keywords: essential proteins; deep neural network; ordinary least squares; protein–protein interac-
tion network

1. Introduction

Protein is an essential element in body activity [1]. In the course of life, proteins
are closely linked and interact with each other to form protein–protein interaction (PPI)
networks [2]. When some of the essential proteins in the PPI network are removed, it
leads to the loss of related functions and physical inactivity [3]. Therefore, the prediction
of essential proteins based on PPI networks has a theoretical basis for the exploration of
pathogenic genes and drug target development [4].

Early on, the identification of essential proteins mainly occurs through biological
experiments [5]. Although biological experimental techniques have high accuracy, such
experiments are time consuming and expensive [6]. With the development of information
technology, it has become a new trend to predict essential proteins based on protein
complexes or topological properties [7].

The topology of the PPI network describes the association of proteins in the form
of nodes and edges [8]. Social network research shows that the greater the degree of
connection between a node and other nodes, the more the node is important [9]. Accord-
ing to the number of degrees of nodes and the characteristics of PPI network topology,
some scholars have proposed many classical algorithms, such as degree centrality (DC)
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[10], betweenness centrality (BC) [11], closeness centrality (CC) [12], subgraph centrality
(SC) [13], eigenvector centrality (EC) [14], information centrality (IC) [15], etc. In addition,
some scholars have extended many mixed topological features to identify essential proteins
based on degree centricity. This combined method has better identification accuracy than a
single measurement method, such as edge clustering coefficient (ECC) combining nodes
and edges [16].

The evaluation of essential proteins based on the topological characteristics of PPI
networks ignores the biological significance of proteins as carriers of life activities. In
addition, the essential proteins identified by these methods suffer from false negatives
and false positives. To solve this problem, many algorithms have emerged to predict
essential proteins by combining multiple biological information with topological features.
For example, gene expression profiles are fused with network topological features [5,17,18],
PPI networks, subcellular locations are fused with gene expression profiles [19], and so
on. Experimental results show that these methods can improve the recognition accuracy
of essential proteins. However, due to a large number of protein-related features, how to
effectively use these features for essential protein recognition is another problem that needs
to be solved.

Deep learning (DL) relies on the modeling ability of deep neural networks, which can
not only automatically obtain multiple features from original data, but also model the non-
linear relationship between features. Since it was proposed, DL has made breakthroughs in
image processing and natural language understanding, and has also been widely used in
the field of biological information [20–23]. The advantages of the DL framework in essential
protein recognition have been confirmed by many scholars. It can provide good support
for learning biological sequence data, capturing topological features from network models,
and mapping network nodes into low-dimensional dense vectors [23].

Although DL can discover and characterize the complex structural features of the
essential protein recognition process and improve performance, it is time consuming to
train and complicated to verify the correctness of the model. At the same time, due to the
absence of some data in the biological database, the robustness of the DL-based essential
protein prediction method needs to be strengthened. In this paper, we propose a novel
DL-based method to improve the accuracy of essential protein recognition. Our main
contributions are as follows:

• We abstract the original data of the biological database through degree center, gene
expression, and orthology methods and construct the DL prediction model of essential
proteins, hence reducing the training time and the complexity of the training model.

• We introduce ordinary least squares to solve the metadata absence problem in biologi-
cal databases, improving the robustness of the algorithm.

• Multiple simulations are designed to verify the accuracy and robustness of the
IYEPDNN algorithm. When training only 80% of the DIP database, an accuracy
of 87% is achieved against the remaining 20% of the DIP database, and an accuracy of
68% is achieved against GAVIN. When only 80% of the GAVIN database is trained,
the remaining 20% of the GAVIN database is tested with an accuracy of 85%, and the
DIP is tested with 80% accuracy. After training with 80% of randomly selected GAVIN
and DIP data, the remaining 20% data is tested with an accuracy of 85.54%.

2. Materials and Data

We downloaded the yeast protein data from the DIP database [24] and GAVIN
database [25] separately to build the PPI network. After removing invalid data from
each dataset, 5093 proteins, 24,743 interaction relationships, and 1167 essential proteins
were stored in the DIP database. There were 1855 proteins, 7669 interaction relationships,
and 714 essential proteins with yeast in the GAVIN database.

To establish homology between proteins, we downloaded 100 complete genomes
similar to yeast from the InParanoid database (Version 7 and 8) [26,27]. Additionally, the
gene expression data of yeast was downloaded from the dataset provided by Tu BP [28].
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To verify the algorithm, we downloaded 1285 essential genes of Saccharomyces from
MIPS [29], SGDP [30], DEG [31], and SGD [32] databases.

3. Methods

The IYEPDNN processing flow is shown in Figure 1. As the protein–protein interaction
(PPI) networks derived from the DIP and GAVIN databases only cover up to 95% of the
gene expression data in the InParanoid database. It is necessary to handle absent data
to enhance the algorithm’s robustness. To reduce the training complexity of DNN, it is
necessary to condense the input data, that is, extract the input features of DNN. Through the
yeast protein association relationships in the DIP and GAVIN databases, the PPI network
structure is constructed, and then the degree of each node is calculated. The gene influence
of each node is calculated by the gene expression database. The homologous influence
of each node is calculated from the homologous database. Then, the gene expression,
PPI network, and orthology are used as input features of DNN, and the information in
the essential protein library is used as output features of DNN. A DNN composed of
multiple fully connected layers is used to learn 80% of randomly selected data, and the
remaining 20% of data is used as a test set to construct the prediction model of IYEPDNN.
The pseudocode of IYEPDNN is illustrated in Algorithm 1.

Figure 1. IYEPDNN’s process.

Algorithm 1 The pseudocode of IYEPDNN
input: DIP, GAVIN, InParanoid, Tu BP, MIPS, SGDP, DEG, SGD
output: IYEPDNN model
Calculate gθ(u) by (1);
Calculate θ by (3);
Calculate absenting gene data u by (4);
Calculate the degree of the PPI node by (6);
Calculate the PCC influence of each node by (7);
Calculate the influence of the origin for each node by (9);
[Degree, PCC, Orthology]T− > X ;
ESS− > Y;
[Train, Test] = Splitdataset(X, Y);
Train data and generate models (Train);
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3.1. Absent Data Processing

For the protein without corresponding gene expression data, the automatic com-
plement is complete. Gene expression is the process by which a gene is expressed as a
functional gene product; these products are often proteins. Gene expression is also widely
used to identify essential proteins [33,34]. Therefore, we hope to reverse calculate gene
expression information through protein information to make up for absent data. The
ordinary least squares is a linear regression prediction problem [35], and its main idea is
that the model is optimal when the distance between each point and the fitting model
is the shortest (the residual is the least). The ordinary least squares are used to perform
linear regression on the existing gene expression data. Through regression model and
Gaussian perturbation, the absent gene expression data is obtained based on the existing
protein information.

For a given gene, u, its gene expression at different times can be expressed by a vector,
Exp(u) = {Exp(u, 1), Exp(u, 2), · · ·}, where Exp(u, i) is the expression average level of
gene u at time i. The protein degree information, du, and origin information, Ort, of gene u
is given by

gθ(u)

= Exp(u)× θ

= θ0 + Exp(u, 1)× θ1 + · · ·
, (1)

where θ =

 θ0
θ1
...

, gθ(u) =
[

du, Ortu
]
. Let gθ(u) be the actual value of the protein

corresponding to gene u. When ∑
i=1

(
gθ(ui)− gθ(ui)

)2
takes the minimum value, the linear

fitting degree is the highest, that is, the regression model is just on the boundary of gene
expression. Available:

∑
i=1

(
gθ(ui)− gθ(ui)

)2
=
[

gθ(u)− gθ(u)
]T
·
[

gθ(u)− gθ(u)
]
. (2)

Let
[

gθ(u)− gθ(u)
]T
·
[

gθ(u)− gθ(u)
]
= 0. At the same time, take the derivative of θ

from Appendix A.1.
So, we can obtain θ, as given by

θ =
(

Exp(u)TExp(u)
)−1

Exp(u)T gθ(u). (3)

The absent data is supplemented by the following formula.

Exp(u) = g−1
θ (u) + gaussian(µ, σ2), (4)

where gaussian(µ, σ2) stands for Gaussian disturbance.

3.2. Calculate the Degree of PPI Node

In a given PPI network, let V stand for node (protein) set and E stand for edge (protein–
protein interaction) set so an undirected graph, G = (V, E), based on the PPI network can
be obtained.
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Let graph G = (V, E) , u ∈ V(G), v ∈ V(G), and eu,v ∈ E(G), the degree du of u is

du = ∑
v∈Γ(u)

Num(eu,v), (5)

where Γ(u) indicates the set of neighbor nodes of node u. Num() is a quantitative relation-
ship. The value takes 1 if the neighbor node eu,v exists, and 0 otherwise.

Formula (5) is normalized, and the degree strength, Sdu, of u is

Sdu =
du

max(dV)
. (6)

3.3. Calculate Correlation of Gene Expression

The Pearson correlation coefficient (pcc) is used to measure the linear correlation be-
tween two variables, and its value is between [−1, 1]. We introduce the PCC to characterize
the similarity of gene co-expression, which is widely used in the natural sciences. For genes
u and v, the PCC between them can be calculated from Appendix A.2.

Based on Formula (A2), the average gene intensity of gene u in all nodes is given by

Genu =

∑
v∈V

PCCu,v

n−1 −min(GenV)

max(GenV)−min(GenV)
. (7)

3.4. Calculated Correlation of Origin

Semantic similarity defined by gene ontology (GO) aims to provide the functional
relationship between different biological processes, molecular functions, or cellular compo-
nents. We search for the shortest path that connects two terms or annotations, u and v, by
using the sum of weights on the shortest path to compute the semantic similarity to measure
the semantic similarity on GO. Based on the Tversky ratio model of similarity [28,29], the
distance between u and v is given by

disu,v =
dis(root, τ)

dis(root, τ) + dis(τ, u) + dis(τ, v)
, (8)

where τ is their lowest common ancestor, and root is their oldest ancestor.
Formula (8) is used to calculate the average homology intensity of node u in all nodes.

Ortu =

∑
v∈V

disu,v

n−1 −min(OrtV)

max(OrtV)−min(OrtV)
. (9)

3.5. Training and Generation of TYEPDNN Model

Let X denote protein data after processing and Y denote the essential protein of
Saccharomyces cerevisiae. Given the training set D = {(X, Y)}, x ∈ X, y ∈ Y, then y can
be obtained as follows:

y = f

(
∑

x∈X
ωx− θ

)
, (10)

where f () is the activation function, the tanh function is adopted in this paper, ω represents
the weight, and θ represents the threshold. Training set D has three descriptive attributes
for each input data, x = [Sd, Gen, Ort]T . The output data is a two-dimensional real-valued
vector, y = [0/1, 0/1]. The number of hidden layers is defined as L, and the number
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of nodes of each hidden layer is h. As can be seen in Figure 1, the training model of
IYEPDNN consists of three parts: the input layer, X, to the hidden layer, between the
hidden layer, and the hidden layer to the output layer, Y. Let Y′ be the predicted value of
Y. Equations (11)–(A3) can be obtained by combining Equation (10).

The predicted value, y′1,j, of the j-th node from the input layer to the first hidden
layer is

y′1,j = f

 h

∑
i=1

[
ωi,j,1, ωi,j,2, ωi,j,3

]
×

 Sd
Gen
Ort

− θj


= f

(
h

∑
i=1

ωi,jx− θj

) , (11)

where θj represents the threshold of the j-th node of the first hidden layer. The predicted
value, y′d,j, of the j-th node, Ld,j, from hidden layer c to hidden layer d is

y′d,j = f

(
h

∑
i=1

wi,jy′c,i − θd,j

)
. (12)

The predicted value, Y′j , of the j-th node from the last hidden layer to the output layer
is given by Appendix A.3.

In IYEPDNN model training, the purpose is to find the model with the least error, and
the mean square error is used as the loss function, Mse.

Mse = min


size(D)

∑
i=1

(
yi − y′i

)2

size(D)

, (13)

where size() is the length of training data of dataset D. Let ∆ω be the updated form of the
weight, ω, that is,

ω ← ω + ∆ω. (14)

Based on the gradient descent method, given the learning rate, η, parameters are
adjusted in the direction of the negative gradient of the target. The weight, ω, is given in
Appendix A.4. Similar to Formula (A4), the number of hidden layers, L, the number of
hidden layer nodes, h, and the threshold can be obtained, θ. By inserting various parameters
into the training model of IYEPDNN, the judgment model of IYEPDNN can be obtained.

4. Simulation and Discussion
4.1. Relationship between the Number of Nodes in Each Layer and the Recognition Accuracy

The number of hidden layers and nodes of DNNs has a strong importance on the
prediction accuracy of DNNs. When the number of nodes is too small, the DNN training
model cannot learn well, which increases the training times and affects the training accuracy.
When the number of nodes is too many and the training time increases each time, the DNN
training model is prone to an over-fitting phenomenon. According to the characteristics
of yeast protein data, data is randomly selected for testing. The relationship between
classification error and the number of nodes in the hidden layer is shown in Figure 2.

Figure 2 shows that there are six hidden layers and the learning rate is 0.001. Under
the condition that the number of hidden layers remains unchanged, the number of nodes
of each hidden layer is constantly increased to test the accuracy of classification. As can
be seen from Figure 2, in the beginning, with the increase of nodes in each layer, the



Appl. Sci. 2023, 13, 8613 7 of 20

accuracy of classification becomes higher and higher. However, when the number of nodes
in each layer reaches ten, the accuracy of classification does not change regularly. When
the number of nodes in each layer reaches 60, the accuracy rate of classification remains at
approximately 52%. When the number of nodes reaches 89, the accuracy of classification
increases suddenly. It can be seen that the prediction accuracy of the yeast protein is not
linear to the number of layers of DNN and nodes of each layer, which is only determined
by the data characteristics of the yeast protein. Therefore, in the following experiment, the
architecture with the highest classification accuracy of 73% is adopted, that is, the hidden
layer consists of six layers, and the node number of each layer is 30.

Figure 2. The influence on the accuracy of classification with the number of nodes increases.

4.2. The Relationship between Learning Rate and Recognition Accuracy

The learning rate determines the convergence of DNN, and its value is generally
within [0, 1]. When the learning rate is larger, the weight modification is larger and the
DNN learning speed is faster. However, if the learning rate is too high, the vibration
will occur in the weight learning process. A too-small learning probability makes DNN
convergence too slow and weight is difficult to stabilize. When the hidden layer number
is six layers and the node number of each layer is 30, the variable learning rate method is
adopted to test the influence of the learning rate on the accuracy of the IYEPDNN model.
The initial learning rate is 0.001 and decreases by 10% every 1000 iterations. The accuracy
impact results of the IYEPDNN model are shown in Figure 3.

Figure 3. The influence on the accuracy of classification with the learning rate decreases.

Figure 3 shows the influence on the accuracy of classification with the learning rate
decreases. As can be seen from Figure 3, when the learning rate is 6.6× 10−5, the recognition
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rate has an obvious effect and reaches approximately 82.5%. Therefore, the maximum
initial value learning rate of the IYEPDNN model is set to 0.1, which improves the DNN
convergence speed. As the learning process progresses, the learning rate decreases and is
maintained when the learning rate is 6.6× 10−5, to improve the stability and recognition
rate of DNN.

4.3. Robustness Test

The data of yeast protein in the existing database are determined by biological experi-
ments. However, different laboratory testing conditions may not be the same, and there
may be errors in the same testing environment, so the robustness of the information-based
means to predict essential proteins becomes a key indicator. We designed three simulations
to test the robustness of the IYEPDNN model in an environment with six hidden layers,
30 nodes in each layer, and 6.6× 10−5 fixed learning rate in the later stage.

In Figures 4, 6 and 8, the horizontal coordinate represents the number of times the
model has been trained. In Figures 5, 7 and 9, the horizontal coordinate ‘1’ represents the
overall recognition success ratio, that is, the ratio of the sum of the number of essential
proteins successfully identified and the number of non-essential proteins successfully
identified to the total number of proteins. The horizontal coordinate ‘2’ represents the false-
negative ratio, which is the ratio of the number of misidentified non-essential proteins to the
number of non-essential proteins. The horizontal coordinate ‘3’ represents the false positive
ratio, which is the ratio of the number of misidentified essential proteins to the number
of essential proteins. The horizontal coordinate ‘4’ represents the ratio of the number
of essential proteins identified to the total protein number. The horizontal coordinate ‘5’
represents the ratio of the number of non-essential proteins identified to the total protein
number. In Figures 4–9, the vertical coordinates indicate the correct ratio of tests.
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0.6

0.65

0.7

0.75

0.8

0.85

C
o

rr
e

c
t 

ra
ti
o

The training set
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Figure 4. Only training GAVIN data generation model.

4.3.1. Train on the GAVIN Data Only

Eighty percent of essential and non-essential protein data was randomly selected from
the GAVIN dataset as training data and the remaining 20% as the test data of the model.
With the increase in training times, the recognition accuracy and over-fitting phenomenon
are shown in Figure 4. The essential proteins of GAVIN data and DIP data are predicted,
and the false positive, false negative, and correct rates are shown in Figure 5.

It can be seen from Figure 4 that the data accuracy of the test set first increases and then
decreases gradually with the number of times trained. The lowest accuracy is 74.8466% and
the highest accuracy is 84.8761%. The accuracy of the training set increases gradually with
the number of times trained. The lowest accuracy is 63.2087% and the highest accuracy is
84.9392%. The fitting point is (x = 22,600, y = 84.0881%).
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Figure 5. Only training GAVIN data results test.

As can be seen from Figure 5, the overall recognition accuracy of GAVIN is 84.7896%,
and that of DIP is 80.3718%. The overall recognition accuracy of GAVIN is higher than that
of DIP. The false negative rates are 4.4737% and 4.6659%, respectively. The false positive
rates are 32.0728% and 59.9255% respectively. The number of essential proteins correctly
identified in the GAVIN dataset is higher than that in the DIP dataset, reaching 26.1057%
and 10.8517%, respectively. The number of correctly identified nonessential proteins in the
GAVIN dataset is lower than that in the DIP dataset, which are 58.6839% and 69.5201%
respectively.

4.3.2. Train on the DIP Data Only

Eighty percent of essential and non-essential protein data was randomly selected from
the DIP dataset as training data, and the remaining 20% as the test data of the model. With
the increase in training times, the recognition accuracy and over-fitting phenomenon are
shown in Figure 6. The essential proteins of GAVIN data and DIP data are predicted, and
the false positive, false negative, and correct rates are shown in Figure 7.

0 0.5 1 1.5 2 2.5

The number of times the model was trained 106

0.7

0.75

0.8

0.85

0.9

0.95

C
o

rr
e

c
t 

ra
ti
o

The training set

The test set

Figure 6. Only training DIP data generation model.

It can be seen from Figure 6 that the data accuracy of the test set and training set
increases gradually with the number of training iterations. They only intersected at the
beginning, and the model training fails to fit. The number of training sessions has reached
2,085,000, yet the accuracy has been a smooth process. It shows that it is difficult to
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achieve a good fit by increasing the number of training times. Therefore, the fitting point
(x = 1,346,160, y = 87.3237%) is the closest point between the test set and the training set
with good accuracy. The lowest accuracy of the test set is 74.7908% and the highest accuracy
of the test set is 94.0759%. The lowest accuracy of the training set is 77.2088% and the
highest accuracy of the training set is 90.1467%.

Figure 7. Only training DIP data results test.

It can be seen from Figure 7 that the overall accuracy of GAVIN is 68.2309% and
that of DIP is 86.9434%. The overall accuracy of GAVIN is lower than that of DIP. The
false negative and false positive aspect of the GAVIN dataset is much higher than the DIP
dataset. The false negative of the GAVIN dataset is 14.6491% and the false negative of the
DIP dataset is 1.2851%. The false positive of the GAVIN dataset is 59.1036% and the false
negative of the DIP dataset is 44.7578%. There is no significant difference between the two
datasets in terms of the number of correctly identified essential proteins. The GAVIN is
15.7497% and the DIP is 14.9589%. The number ratio of correctly identified non-essential
proteins in the GAVIN dataset is much lower than that in the DIP dataset (52.4811% GAVIN
and 71.9844% DIP).

4.3.3. Train on Both DIP and GAVIN

Eighty percent of the data of essential proteins and non-essential proteins was ran-
domly selected from the DIP dataset and GAVIN dataset to synthesize the training dataset,
and the other 20% was used as the test data of the model. With the increase in training
times, the recognition accuracy and over-fitting phenomenon are shown in Figure 8. The
essential proteins of DIP data and GAVIN data are predicted, and the false positive, false
negative, and the correct rates are shown in Figure 9.

As can be seen from Figure 9, GAVIN and DIP are very close on all performance
metrics. There is a 5% correlation in overall recognition accuracy, a 0.8% correlation in false
negatives, a 2% difference in false positives, a 5% difference in essential protein recognition,
and a 10% difference in non-essential protein recognition. The correct number of essential
proteins was higher for GAVIN than for DIP. The correct number of non-essential proteins
is lower for GAVIN than for DIP.

It can be seen from Figure 8 that with the increase in training time, the change of
data accuracy of the test set is relatively stable. The lowest accuracy is 80.5666% and the
highest accuracy is 86.3745%. The data accuracy of the test set changes greatly and the data
accuracy of the training set keeps rising; the fitting point is at (x = 1,178,917, y = 84.0015).
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Figure 8. Training DIP+GAVIN data generation model.
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Figure 9. Training DIP+GAVIN data results test.

4.3.4. Discussion

Figure 4 runs a smaller number of times to achieve the fit. This is primarily due to the
small number of GAVIN data, the characteristics of the data are relatively distinct, and the
fitting point can be found quickly. Figure 6 does not have a fitting point, because DIP has a
much larger number of non-essential proteins than essential proteins, with a ratio of 3:1,
making it difficult to find corresponding characteristics. Figure 8 synthesizes the GAVIN
and DIP data and hits the fit point after 1.1× 106 times.

When only training the GAVIN dataset, the overall accuracy is more than 80%; when
only the DIP dataset is trained, the overall accuracy is more than 70%. After training with
the DIP and GAVIN datasets, the overall accuracy is over 80%. No matter the difference
in training datasets, the overall accuracy is relatively high, indicating that the IYEPDNN
algorithm has good generalization performance. The overall accuracy of Figure 5 is close to
that of Figure 9, indicating that the GAVIN dataset has good universality and can better
search for relevant features. Figures 4 and 6 also confirm this result. The false negative
ratio of the three training models is low and the false positive ratio is relatively high.
This is mainly due to the relatively large number of non-essential proteins in the GAVIN
and DIP datasets, leading to more accurate identification of non-essential proteins by the
model. Through the joint training of DIP and GAVIN data and the addition of missing
gene data filling, the overall accuracy is improved and the essential protein recognition
ability is enhanced.
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It can be seen from Figures 5, 7 and 9 that after the IYEPDNN algorithm is trained on
different datasets, there is little correlation between the overall accuracy, false negative ratio,
false positive ratio, and correct recognition ratio of essential proteins and correct recognition
ratio of non-essential proteins of each model. This indicates that the IYEPDNN algorithm
has good robustness and can be applied to predict essential proteins in different scenarios.

4.4. Comparison of Test Results

To analyze the performance of IYEPDNN, we compare it with the network topology-
related algorithms, biological characteristics-related algorithms, and artificial intelligence-
related algorithms. Network topology related algorithms mainly include DC [10], SC [13],
EC [11], IC [15], local average connectivity (LAC) [36], neighborhood centrality (NC) [37],
and BC [11] algorithms.

Biological characteristics-related algorithms mainly include WDC (based on weighted
degree centrality and gene expression data) [38], PeC (based on the integration of protein–
protein interaction and gene expression data) [39], UDoNC (based on protein domains
and protein–protein interaction networks) [40], LBCC (based on the combination of local
density, BC [11], and DC [10]) [41], RSG (based on RNA-Seq, subcellular localization and GO
annotation) [42], DEP-MSB (based on multi-source biological information) [43], OGN (based
on integrating orthology information, gene expressions data, and PPI networks) [44], and
TEGS (based on integrating network topology, gene expression profile, and GO annotation
information, and protein subcellular localization information) [45] algorithms.

Artificial intelligence-related algorithms mainly include RWEP (based on random
walk) [46], RWHN (based on randomly walking in the heterogeneous network) [47],
EssRank (based on random walk) [48], EPOC (extended Pareto optimality consensus
model) [49], ETB-UPPI (based on uncertain networks) [50], EPCS (community significance
testing problem) [51], SigEP (local clustering coefficient) [3], RWAMVL (based on local
random walk and adaptive multi-view multi-label learning) [6], and AFSO_EP (based on
artificial fish swarm optimization) [52] algorithms.

We used line or histogram charts to compare the correlation algorithms. The top
1–25% or the top 100–600 candidate essential protein data of the correlation algorithms was
obtained from the original paper. The top 1% in the DIP dataset contains 61 proteins, 5%
contains 255 proteins, 10% contains 509 proteins, 15% contains 764 proteins, 20% contains
1019 proteins, and 25% contains 1273 proteins. The top 1% of the GAVIN dataset contains
19 proteins, 5% contains 93 proteins, 10% contains 186 proteins, 15% contains 278 proteins,
20% contains 371 proteins, and 25% contains 464 proteins.

4.4.1. Comparison of PPI Network Topology Related Algorithms

Figure 10 shows the comparison between the IYEPDNN algorithm and PPI network
topology-related essential protein recognition algorithms in the DIP dataset. Figure 11
shows the comparison in the GAVIN dataset. With the decrease in the accuracy of candidate
essential proteins, the number of essential proteins identified by the PPI network topology
correlation algorithm increases linearly. The BC method in Figure 10 is relatively poor, while
the LAC and NC methods are effective. Among the first 61 candidate essential proteins,
the correct identification accuracy of NC is 32/61 > 50%, while the correct identification
accuracy of other PPI network topological correlation algorithms is 24/61 = 39.34%. LAC
identified 552 of the 1273 candidate essential proteins, with an accuracy of 552/1273 < 44%.
The linear growth rate of PPI network topological correlation algorithms in DIP datasets
is lower than (552 − 29) /(1273 − 61) = 43.15%. In Figure 11, the EC method is relatively
poor and the LAC method is relatively good. Of the first 19 candidate essential proteins,
EC identifies only 6 and LAC identifies 14. EC identifies only 125 of the 464 candidate
essential proteins and LAC 254. The linear growth rate of the PPI network topological
correlation algorithms in the GAVIN datasets is lower than (254 − 14) /(464 − 19) = 53.69%.
The GAVIN dataset is superior to the DIP dataset in basic protein recognition accuracy.
It can be seen from Figures 10 and 11 that the number of essential proteins recognized
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by the IYEPDNN algorithm is much higher than that of the PPI network topological
correlation algorithm. In the DIP dataset, the linear growth rate of the IYEPDNN algorithm
is (1122 − 42) /(1273 − 61) = 89.10%. The linear growth rate of the IYEPDNN algorithm
in the GAVIN dataset is (421 − 18) /(464 − 19) = 91.01%. At the same time, it can be seen
that the number of essential proteins identified by the IYEPDNN algorithm is twice that of
the PPI network topological correlation algorithm after 10% candidate essential proteins in
the DIP dataset. The number of essential proteins identified by the IYEPDNN algorithm is
1.5 times higher than the PPI network topological correlation algorithm after 10% candidate
essential proteins in the GAVIN dataset.
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Figure 10. Comparison of PPI network topology related algorithms in DIP dataset.
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Figure 11. Comparison of PPI network topology related algorithms in GAVIN dataset.

4.4.2. Comparison with Algorithms Related to Biological Characteristics

Figure 12 shows the comparison between the IYEPDNN algorithm and the PPI+
biometric-related basic protein recognition algorithms in DIP datasets. Figure 13 is the
comparison in the GAVIN dataset. Based on PPI, the identification accuracy of essential
proteins is improved by introducing biometric features. Among the first 61 (1%) candidate
essential proteins in Figure 12, the minimum number of recognitions is 36, which is higher
than the maximum number of recognitions (32) in Figure 10. In Figure 13, among the first 19
(1%), the minimum number of recognitions is 13, which is close to the maximum number of
recognitions (14) in Figure 11. However, with the increasing number of candidate essential
proteins, the recognition accuracy of basic proteins improves, but the effect is not obvious
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at the later stage. At 1273 (25%) candidate essential proteins in the DIP dataset, the number
of LAC essential proteins identified is 552 in Figure 10, the minimum identified essential
proteins is 493 in Figure 12, and the maximum identified essential proteins is 669. In the
GAVIN dataset of 464 (25%) candidate essential proteins, the number of basic proteins
recognized is basically above 220 in Figure 11, and the number of LAC basic proteins
recognized reaches 254. Instead, it exceeds the number of basic protein identifications of
PPI+ biometric in Figure 13. In the DIP dataset, the IYEPDNN algorithm is lower than
DEP-MSB (45) and OGN (44) in the first 61 (1%) candidate essential proteins and far higher
than the PPI+ biometric-related basic protein recognition algorithm in other links. The
number of essential proteins correctly identified by the IYEPDNN algorithm is 1.67 times
higher than the highest number of essential proteins identified by the PPI+ biometric
correlation algorithm in 25% of DIP datasets. It reaches 1.72 times at 25% of candidate
essential proteins in the GAVIN dataset.
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Figure 12. Comparison with algorithms related to biological characteristics in DIP dataset.
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Figure 13. Comparison with algorithms related to biological characteristics in GAVIN dataset.

4.4.3. Comparison with Artificial Intelligence-Related Algorithms

Figure 14 shows the comparison between the IYEPDNN algorithm and the intelligent
algorithm of related basic protein recognition in the DIP dataset. Figure 15 is a comparison
in the GAVIN dataset. The comparison result of the RWHN [47] algorithm is the test results
of the DIP and Gavin datasets fused into one dataset. It can be seen from the results in
Figures 10 and 14 that the number of basic proteins identified by the intelligent algorithm
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is superior to the PPI network topological correlation algorithm. As can be seen from the
results in Figures 12 and 14, the number of basic proteins recognized by the intelligent
algorithm is not significantly different from that by the PPI+ biometric correlation algorithm.
Figures 11, 13 and 15 also confirm this. In Figures 14 and 15, the results identified by various
intelligent algorithms go in the same direction, and each broken line is closer. It is also
found that the intelligent algorithm has higher recognition accuracy than other algorithms
in the top candidate essential proteins. At the later stage, there is little difference between
the PPI+ biometric correlation algorithm and the PPI+ biometric correlation algorithm.
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Figure 14. Comparison with artificial intelligence-related algorithms in DIP dataset.
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Figure 15. Comparison with artificial intelligence-related algorithms in GAVIN dataset.

Figures 16 and 17 show comparisons between the intelligent algorithm and the PPI+
biometric algorithm of the top 100–600 candidate essential proteins data. Figure 16 shows
the comparison results based on the DIP dataset and Figure 17 based on the GAVIN dataset.
TEGS is a PPI+ biometric-based algorithm. The results shown in Figures 16 and 17 are
basically the same as those in Figures 14 and 15 .
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Figure 16. Comparison with artificial intelligence-related algorithms in DIP dataset (100–600).
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Figure 17. Comparison with artificial intelligence-related algorithms in GAVIN dataset (100–600).

4.4.4. Discussion

The results in Figures 12–15 are better than those in Figures 10 and 11, indicating that
the addition of biological characteristics can reduce the false positives and false negatives
caused by environmental factors and effectively improve the identification accuracy of
essential proteins. The results of Figures 12 and 13 are similar to those in Figures 14 and 15.
In particular, the results in Figure 16 show that it is difficult to improve the recognition
accuracy by improving the algorithm alone. It is important to search for the relationship
between essential and non-essential proteins and the internal correlation between the
topology of the PPI network and various biological characteristics. In this paper, the
ordinary least squares are used to supplement the missing data, and the deep neural
network is used to find the correlation of each feature, which can effectively improve
recognition accuracy. Especially in data training, 80% data from known essential proteins
and 80% data from non-essential proteins are selected as training data, which can effectively
avoid the problem of unbalanced training data.

5. Conclusions

In this paper, yeast protein data were downloaded from the DIP database and the
GAVIN database. The genome’s similar data of yeast protein were downloaded from the
InParanoid database. The gene expression data of yeast protein were downloaded from
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the Tu BP database. To solve the problem of incomplete gene expression data, the reverse
operation of ordinary least squares is introduced to supplement absent data. Then, PPI
network topology, Pearson correlation coefficient, and homologous correlation coefficient
were constructed to reduce the convergence rate of DNN. Finally, DNN was used to
find the optimal correlation among the node degree, Pearson correlation coefficient, and
homology correlation coefficient, to improve the identification accuracy of essential proteins.
Numerical studies show that proper selection of training data can effectively avoid the
problem of unbalanced training data. At the same time, the correlation of each feature is
the key to improving the accuracy of essential protein recognition.

Author Contributions: S.Z., conceptualization, methodology, writing—reviewing; Y.H.: software;
W.Y., writing—reviewing. All authors have read and agreed to the published version of the
manuscript.

Funding: This work is supported by the Social Scientific Research Foundation of China (21VSZ126).

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: https://github.com/GETywy/IYEPDNN.

Conflicts of Interest: The authors declare no conflict of interest.

Appendix A

Appendix A.1
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Appendix A.2

PCCu,v =
cov(u, v)

σuσv

=
Exp((u− u)(v− v))

σuσv

=

∑
i=t−1

(
Exp(u,i)−Exp(u)

σu

)
×
(

Exp(v,i)−Exp(v)
σv

)
T − 1

, (A2)

where Exp(u) represents the average expression of gene u at all times T, and σu and σv are
the standard variance of expression for gene u at all times T. If PCCu,v has a positive value,
then genes u and v are positively correlated; if the value of PCCu,v is negative, then genes u
and v are negatively correlated.

https://github.com/GETywy/IYEPDNN
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Appendix A.3
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Appendix A.4
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