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Abstract

:

In precision farming technology, the interest of the researchers has been focused on the applications of autonomous mobile robots for agricultural operations such as planting, inspection, spraying, and harvesting. However, each autonomous robot generally performs a single agricultural task. In this context, complete autonomy in precision farming can be achieved by using coordinated multi-robot systems that can easily and safely cooperate to accomplish agricultural tasks. The efficiency of the multi-robot system depends on the number of robots, the size of the robots, the distance between each robot, the instant location and heading angle of the robots, and the size of the farmland. This paper describes the development of wireless Robot to Robot (R2R) communication system architecture and the collision avoidance algorithm for multi-robot precision farming applications. The developed system uses the fusion of a digital compass and GPS receiver for wirelessly broadcasting the spatial and temporal data of the mobile robots through WiFi. In this study, WiFi broadcasting was chosen for reasons such as the advantages of long wireless signal range and strength, not being easily affected by weather and dust, low cost, and so on. The proposed system realizes the real-time wireless broadcasting of the mobile robot information for eliminating the collision of mobile robots and improving the level of safety management. The results show that the system has flexible, reliable, and adaptable solution, and thus can increase the efficiency of the multi-robot system in precision farming applications.
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1. Introduction


During the last decade, robotic systems have gained popularity for solving tedious agricultural tasks in field operations. Agricultural field operations are quite complex and different robotic systems were developed to solve these complexities in agricultural field operations, such as seeding [1], weeding [2], harvesting [3], spraying [4], and fertilizing [5]. According to a market research firm, the agricultural robots market is expected to reach from USD 4.6 billion in 2020 to USD 20.3 billion by 2025 [6]. Considering the rapid growth expectation for the agricultural robot market, it shows that the use of robots will increase in all agricultural operations within the agriculture industry in the next 5 years. On the other hand, with the widespread use of robots, the concept of multi-robots, which are programmed to collaborate and form an ecosystem, will emerge for completing agricultural tasks.



Over the next ten years, agricultural robot research needs to focus on the multi-robot systems that collaborate to successfully execute farming tasks [7]. Multi-robot systems consist of mobile robots that work together to accomplish agricultural tasks by moving around in the agricultural environment. Multi-robot systems can accomplish tasks not executable by a single mobile robot. In recent years, several researchers have investigated the development of mobile robot technology to optimize complex operations related to farming procedures and precision treatment [8,9,10]. Most of the proposed techniques are based on single-robot systems, but there are important reasons to consider multi-robot systems as a more advantageous approach for agricultural tasks. Multi-robot systems will direct the agriculture of the future due to the disadvantages of the single-robot systems such as the complexity of agricultural tasks, spatially distributed tasks, and the limited capabilities of single robots [11].



The important parts of the multi-robot system are the robot management system, anti-collision system, and real-time monitoring [12]. The multi-robot system has some advantages over single mobile robots, such as their effectiveness, efficiency, flexibility, and fault tolerance in precision farming applications [13]. The multi-robot systems are divided into two categories homogeneous and heterogeneous. In a homogeneous multi-robot system, the mobile robots each have their controller with the same mechanical structures and control mechanisms. On the other hand, in a heterogeneous multi-robot system, mobile robots may have different hardware structures and control mechanisms. Nevertheless, many agricultural applications require a heterogeneous multi-robot system. Although multi-robot systems have advantages like flexibility, scalability, and robustness in solving complex tasks for precision farming and large-scale agricultural applications, there is not much research on the use of multi-robot systems in the agricultural domain. Also, there is little research conducted on internal communication and radar system to avoid collisions for the multi-robot systems in precision farming applications.



In the literature, some theoretical studies have been reported on multi-robot systems. The first real multi-robot system test has been conducted by the RHEA (Robotics and Associated High-technologies and Equipment for Agriculture) project for precision farming applications [14]. RHEA is an EC-funded research project to create a heterogeneous multi-robot system of small, collaborative ground and air robots equipped with advanced sensors, advanced end effectors, and improved decision control algorithms for both chemical and physical pest management [15]. Emmi et al. [16] developed multi-robot system architecture for both individual robots and robots working in fleets to improve reliability, decrease complexity and costs, and permit the integration of software from different developers. Also, researchers proposed a collision avoidance algorithm to avoid collisions between robots by using the wireless master-slave communication system. Conesa-Muñoz et al. [17] described a distributed multi-level supervisor system for monitoring the operation of autonomous agricultural vehicles in agricultural tasks. The system has a real-time warning system to detect a failure or potentially dangerous situations for notifying the user. In addition, the system performs the anti-collision mechanism to prevent collisions between vehicles by taking action to avoid intersecting trajectories. Gonzalez-de-Santos et al. [18] developed the multi-robot system, which consists of heterogeneous ground and aerial robots for effective weed and pest control aimed at diminishing the use of agricultural chemical inputs, increasing crop quality, and improving the health and safety of production operators.



Wireless access to telemetry data is the current trend in precision farming technology, especially autonomous mobile robots, because of providing quickness, easiness, mobility, feasibility, and flexibility. Peer-to-peer technologies such as Bluetooth [19], ZigBee [20], and WiFi [21] are used to send data wirelessly from point to point in precision farming applications. Especially in multi-robot systems, wireless data exchange is so important for monitoring and controlling the working environment.



In the literature, there are limited studies about wireless R2R communication systems for precision farming applications. Amer et al. [22] developed an autonomous agricultural robot prototype (AgriBot) for performing various agricultural tasks such as seeding, weeding, and spraying fertilizers. The robot is communicated with the operator and other robots through a Wi-Fi communication system. Researchers reported that the basic design of an autonomous robot can work in small areas but, it can be designed to work in large areas of the field with the use of a Wi-Fi signal booster. Jian-sheng [23] proposed the WiFi wireless controlled agricultural robot system to reduce pesticides and improve spraying efficiency. The researcher used a wireless router to monitor the microcontroller core. The wireless router was used to remote control the robot and to transmit video data to the phone. The client-server-based control software was developed using Java language in the Eclipse development platform. Researchers reported that the proposed design realizes spraying pesticides by the robot without any problem and achieves good results. Brinkhoff and Hornbuckle [24] described a new agricultural sensor data gathering and logging platform based on IEEE 802.11 WiFi technology. The proposed system includes many sensor types such as weather, tank and irrigation water levels, and soil status sensing. For this reason, researchers reported that Wi-Fi is an attractive choice for their application because of the wide range of other devices that need connectivity in the system. Zant et al. [25] designed and developed a UV-Robot supervision system for controlling the robot that is used in greenhouse mildew treatment operations. Researchers reported that the position of the robot can be determined through possible Wi-Fi technology in farming areas. Pretto et al. [26] carried out a project to bridge the gap between the current and desired capabilities of agricultural robots by developing an adaptable robotic solution for precision farming that combines autonomous unmanned aerial vehicles and ground vehicles. In a designed system, each robot can communicate with others via Wi-Fi to be able to run coordinated missions between the robots. Researchers reported that the proposed solutions are easily applicable to a wide range of robots, and farm management activities.



The critical issue of the multi-robot systems is providing coordination between the mobile robots while sharing the same workspace for avoiding collision [27]. To solve this problem, mobile robots need to be informed about the temporal and spatial situations of other mobile robots working around them. Most commercial autonomous robots use different range sensors such as radar, sonar, infrared (IR) sensors, single charge-coupled device (CCD) cameras, and vision and laser scanners to detect obstacles. However, recent research shows that these sensors cannot fully detect a moving obstacle and are inadequate to acquire enough information about their environments [28]. For multi-robot systems, one of the promising solutions to improve the collision avoidance system is by integrating a two-way data exchange system R2R communication between autonomous robots.



In this paper, wireless R2R communication system architecture is proposed for eliminating the collision of mobile robots and improving the level of safety management. Also, the wireless communication system for broadcasting the mobile robots’ spatial and temporal information is designed and discussed. The developed system can be applied for communication and distributed control of agricultural ground-based mobile robots using the Wi-Fi protocol.




2. Materials and Methods


The main aim of the designed system is to create a wireless R2R communication system and collision avoidance algorithm for mobile robot-based precision farming applications. The system involves four main structures:




	
Hardware structure of the communication system: This part explains the properties of hardware devices to provide WiFi (Wireless Fidelity) communication, and consists of an industrial PC, GPS receiver, and digital compass.



	
Data acquisition and WiFi communication system: This part explains the data collection and conversion procedures for data getting from a GPS receiver and digital compass. And it also describes WiFi connectivity between mobile robots.



	
Software implementation of R2R communication system: This part explains the developed server-client software to control all the functions of the wireless communication system such as conducting communication flow control, message routing, and data monitoring.



	
Collision avoidance algorithm: This part explains and suggests a new algorithm for collision-free navigation of multiple mobile robots with differential steering systems.








The schematic of the wireless R2R communication system architecture for mobile robots in farmland is illustrated in Figure 1.



2.1. Hardware Structure of the Communication System


The four-wheel drive agricultural mobile robot, which was developed in our previous study [29] and can be steered both autonomously and manually, was used in this study. Advantech ARK-1382 industrial all-in-one touchscreen industrial computer (Advantech Co., Ltd., Taipei, Taiwan) was used to manage and communicate with each other all of the electronic-based equipment placed on the mobile robot. The ARK-1382 fanless and ultra-compact embedded Box PC is an embedded system engaged in edge computing and highly suitable for remote monitoring, control, and mobile applications. It was designed with Intel Core Duo 1.06 GHz processor. It is equipped with an 802.11b/g WLAN (Wireless Local Area Network) card and supports a wide range of input voltages from 9 VDC to 35 VDC. It supports 4× USB 2.0, 1× Giga LAN, and 2× COM ports.



A Topcon AGRI-4 RTK GPS (Topcon Positioning Systems, Inc., Livermore, CA, USA) receiver was used to acquire the location and speed data of the mobile robot. The receiver has up to 10 Hz data output rate. It is easily upgradeable to 2 cm accuracy with RTK radio options, and NTRIP capabilities allow it to connect to Corse-TR (Continuously Operating Reference Stations-Turkey) via a phone data card (SIM Card) to receive correction signals.



Honeywell HMR3000 digital compass was used to collect the heading, pitch, and roll data of the mobile robot. It is used for different applications such as compassing and navigation, dead reckoning backup to GPS systems, marine navigation, antenna positioning, and land surveying. This electronically gimbaled compass provides a fast refresh frequency of up to 20 Hz and a high direction accuracy of 0.5 degrees with 0.1-degree resolution. The tilt range is +/−40 degrees. The hardware components used in the communication system are shown in Figure 2.




2.2. Data Acquisition and WiFi Communication System


The GPS receiver was placed in the rear right corner of each robot. The digital compass was placed in front of the mobile robot. In the study, it was seen that the digital compass did not work when placed close to the GPS receiver. The industrial computer was placed inside the body of the mobile robot. The RS-232 serial communication protocol was used for connecting the industrial computer and other electronic devices and both the GPS receiver and the digital compass have serial communication ports. The serial communication speed of the GPS receiver and the digital compass with the industrial computer was set at 19,200 baud.



NMEA (National Marine Electronics Association) 0183 protocol is a combined electrical and data specification for using communication between electronic devices such as GPS receivers, digital compass, and many other types of devices. The NMEA 0183 standard uses a simple ASCII (American Standard Code for Information Interchange), serial communications protocol that defines how data are transmitted in a “message” from one “device” to multiple “devices” at a time. There are more than 80 different types of NMEA sentences for sending GPS data. Each sentence starts with a “$” sign and the next five characters determine the sentence type. The $GPRMC sentence type is the most important sentence and included spatial and temporal data for the navigating of the mobile robots. In this study, the GPRMC sentence was used to collect latitude, longitude, and speed data of the mobile robot. Spatial data are expressed in decimal degrees or degrees, minutes, and seconds in GPRMC sentences. Although these formats are sufficient for many applications, they should be converted to UTM (Universal Transverse Mercator) coordinates for mobile robot navigation applications, mathematical calculations, and mapping. Similarly, the HMR3000 digital compass communicates with the industrial computer using a standard serial RS 232 connection using the NMEA 0183 output sentence at 19,200 baud. The NMEA 0183 sentence specifications sent by the GPS receiver and the digital compass are shown in Table 1.



The IEEE (Institute of Electrical and Electronics Engineers) 802.11 standard defines the WLAN system for providing connectivity between computers or any wireless devices capable to connect WiFi over public areas networks [30]. The IEEE 802.11b/g supports high data speeds using a 2.4 GHz frequency band and provides the speed for maximum data transmission is 5 to 54 Mbps. The computer used in this study has a built-in 802.11b/g WLAN mini PCI module. For this reason, IEEE 802.11b/g was used for communication among mobile robots.



The designed mobile multi-robot system is based on the client–server model, which allows the participation of different mobile robots and the creation of a multi-robot network. The designed system consists of a mobile robot server and one or more mobile robot clients. The robot server is responsible for authenticating the connection, listening for the incoming connections, accepting mobile robot client connections, reading the incoming data, collecting all mobile robots’ spatio-temporal data in an array, and sending out this array data to all robots. The mobile robot client is responsible for sending its spatio-temporal data to the server and requesting other mobile robots’ spatio-temporal data from the server. Multi-robot wireless communication model is shown in Figure 3.



The client–server model is one of the most usable communication rules in networked systems. In this model, clients communicate with one server at a time. On the other hand, a server communicates with multiple clients at any point in time There are two types of communication protocol used for client–server model, they are TCP/IP (Transmission Control Protocol/Internet Protocol) communication and UDP/IP (User Datagram Protocol/Internet Protocol) communication. In this study, TCP/IP communication was used between robot server and robot clients (Figure 4).



TCP/IP communication model provides a connection-based protocol and includes all the algorithms necessary for opening multiple connections, ensuring error-free data transfer over the network, and then closing the connections. In the designed system, the server socket that is bound to a port number on the same computer and listens to the robot client’s incoming requests is an endpoint to provide a bidirectional communication link between the robot server and robot clients running on the same network. The robot client socket has to know the robot server’s IP address and port number. Once the connection is established between the robot server and the robot client, they can communicate through their sockets for sending and receiving messages. After the connection is established between the robot server and the robot client, the robot server listens to the port to check if any robot client request exists. The robot client sends a message containing its spatio-temporal (UtmX, UtmY, speed, and heading) data. Every robot client connecting to the robot server should be sent this message. When the robot server receives the messages from the robot clients, it collects all data, stores it to an array variable, creates a WiFi message frame, and transfers it to the robot clients via Wi-Fi (Figure 5). The size of the WiFi message frame is a maximum of 2346 bytes and the maximum length of the data field is 2312 bytes. In this study, both the robot server and the robot clients send a Wi-Fi message containing 33 bytes of data.




2.3. Software Implementation of R2R Communication System


Client–server-based software was developed using C#.NET programming language in Microsoft Visual Studio 2015 platform to create the WiFi communication between the mobile robot server and the mobile robot clients. C# Multithreaded Socket Programming technique was used to communicate with more than one mobile robot client at the same time in the same network in developed software. The Microsoft.NET framework provides two namespaces: System.Net for providing the TCP/IP protocol and System.Net.Sockets for providing the socket class to send and receive data over the network. In multithreaded socket programming, the mobile robot server receives a connection request from the mobile robot client side; the mobile robot server creates a separate mobile robot client thread on the mobile robot server side to communicate with that particular mobile robot client socket. That means the mobile robot client can communicate independently with their mobile robot client thread on the mobile robot server side.



The steps involved in establishing a multithreaded TCP/IP socket on the mobile robot server side are as follows:




	
Create a mobile robot server socket with the private static readonly Socket serverSocket = new Socket (AddressFamily.InterNetwork, SocketType.Stream, ProtocolType.Tcp) method.



	
Bind the socket to an address using the serverSocket.Bind (new IPEndPoint (IPAddress.Any, PORT)) method.



	
Listen for connections with the serverSocket.Listen(0) method.



	
Accept a connection with the serverSocket.BeginAccept (AcceptCallback, null) method.



	
Send and receive data with the Socket current = (Socket)AR.AsyncState object.



	
Close all connections with the serverSocket.Close() method.








The steps for establishing a multithreaded TCP/IP socket on the mobile robot client side are the following:




	
Create a mobile robot client socket using the private static readonly Socket ClientSocket = new Socket (AddressFamily.InterNetwork, SocketType.Stream, ProtocolType.Tcp) method.



	
Connect the socket to the address of the mobile robot server using the ClientSocket.Connect (IPAddress.Loopback, PORT) method.



	
Send data using the ClientSocket.Send (buffer, 0, buffer.Length, SocketFlags.None) method.



	
Receive data using the ClientSocket.Receive (buffer, SocketFlags.None) method.



	
Close the connection using the ClientSocket.Close() method.








Figure 6 shows the screenshot of the graphical user interface of the R2R wireless communication software. There are two radio buttons in the software window named “Server” and “Client” If “Server” is selected, the mobile robot works as a mobile robot server, or “Client” is selected, and the mobile robot works as a mobile robot client.




2.4. Collision Avoidance Algorithm


Four-wheel differential-drive mobile robots use a simple drive mechanism that provides differential speed difference between the right and left wheels. Wheels on both sides of the mobile robot can be independently driven in either a forward or reverse direction. It is assumed that no slip happens between the mobile robot’s wheels and the ground during motion. A schematic illustration of a four-wheel differential-drive mobile robot is shown in Figure 7. The coordinates of points (X1, Y1) define the position of the GPS receiver of the mobile robot in a global frame. In the figure, L is the length of the robot and W is the width.



In the proposed collision–avoidance algorithm, it is assumed that all mobile robots move from the source point (X1, Y1) to the target point following a straight line. The main idea of the proposed algorithm is illustrated by taking into account the case in which two mobile robots lie in a trajectory that will lead them to collide. The mathematical operations in the proposed algorithm are based on the condition that the mobile robots moving 180 degrees opposite each other would pass tangential to each other (Figure 8).



The situation shown in Figure 8 is used to calculate the optimum reference distance and angle values to be used in the collision avoidance algorithm. The calculation of optimum reference distance (DRef) and angle (      tan     θ     R e f    ) values are performed using the following equations:


    D   R e f   =    ( 2 L )   2   +   ( 2 W )   2     



(1)






        tan     θ     Ref     =   2 W   2 L      



(2)




where L represents the length of the mobile robot, W is the width of the mobile robot, and D is the longest side of the mobile robot. Mobile robots moving in the field instantly monitor the position and heading angle data of the other mobile robots via the developed R2R communication system. Within the R2R communication system, the real distances (D) and heading angles (tan θ) of all mobile robots to each other are instantly calculated. The calculation of real distance and heading angle values are performed using the following equations:


  ∆ X = ( X 2 − X 1 )  



(3)






  ∆ Y = ( Y 2 − Y 1 )  



(4)






  D =    ∆ X   2   +   ∆ Y   2     



(5)






    tan     θ =   ∆ Y   ∆ X      



(6)







In the proposed collision avoidance algorithm, when the D = DRef condition is met for two mobile robots coming at 180 degrees relative to each other, the mobile robots are stopped. Meanwhile, the tangent angles of the robots are calculated. If the tan θ angle is greater than or equal to the       tan     θ     R e f     angle, the mobile robots continue to drive without collision. On the other hand, if the tan θ angle is smaller than the       tan     θ     R e f     angle, the collision avoidance system is activated. In the collision avoidance system, all mobile robots moving in the field have mobile robot numbers from 1 to N. The basic rule in the proposed algorithm is the definition of the pass priority. Priority pass is a system that defines that the mobile robot with the lower mobile robot number than the two mobile robots in the reference boundaries has to pass superiority. In the case shown in Figure 8, Robot 1 has a pass priority over Robot 2. The schematic illustration of the collision avoidance system is given in Figure 9.



The algorithm of the collision avoidance system consists of the following steps:



Step 1. Calculation of the actual values of the variables: GPS coordinates of Robot 1 and Robot 2 ((X1, Y1), (X2, Y2)), heading angles of Robot 1 and Robot 2 (θ1, θ2), the optimum reference distance (DRef) and angle (      tan     θ     R e f    ), the real distances (D) and heading angles (tan θ). Further inputs are the following constants: length of the robots (L), width of the robots (W).



Step 2. When the D = DRef and the tan θ angle is smaller than the       tan     θ     R e f     angle, both robots stop in their position. If the tan θ is negative, Robot 2 turns 90 degrees to the left in its current position. If the tan θ is positive, Robot 2 turns 90 degrees to the right at its current position.



Step 3. The Robot 2 moves forward by the distance equal to W. Afterwards, the Robot 1 continues its movement in its direction of movement.



Step 4. When the D = DRef, Robot 2 moves back by the distance equal to W.



Step 5. After Robot 2 moves back by a distance equal to W, it stops.



Step 6. Finally, Robot 2 turns left or right according to its target direction of movement. And, both robots move towards their target points without collision.





3. Results and Discussions


This work is focused on the wireless R2R communication mechanism and the collision avoidance algorithm for multi-robot applications in precision farming. The development of modern information technologies and wireless communication technologies are very important to provide connectivity for portable and mobile precision farming applications. And the development of autonomous mobile robots is continuously gaining importance for repetitive agricultural tasks in the agricultural domain. One aspect often neglected during the development of autonomous mobile robots is the communication of the multiple robots working in the same agricultural field. In this paper, a wireless R2R communication system between mobile robots was proposed to solve this aspect. The experimental wireless network contains a mobile robot server and more than one mobile robot client. The proposed mobile robot server reads the spatio-temporal data, which are sent from all the mobile client robots. It stores all the data in an array, creates the WiFi message frame, and sends it to the mobile robot clients. Figure 10 shows an algorithm for collecting and merging the spatio-temporal data of the mobile robot clients with the help of developed software.



The Split() method, which is used to split a string based on the delimiters passed to the string, is part of the string class in C#. The Split() method returns an array of string (Unit[]) generated by splitting the original string separated by the “-” delimiter passed as a parameter in the Split() method. All data from mobile robot clients splits and moves to an array (Data[]) according to robot numbers. As soon as a message is received from any mobile robot client, the algorithm is run and the array containing the data of all mobile robot clients in the network is sent to the relevant mobile robot client.



The maximum length of the data field in a Wi-Fi message frame is 2312 bytes. The spatio-temporal data were sent as 33 bytes of data in this study. This means that the wireless R2R communication system is capable of supporting a maximum of 70 mobile robots per wireless network. The number of supported mobile robots seems to be satisfactory for precision farming applications. In a developed wireless R2R communication system, every mobile robot is capable of working as a mobile robot server or a mobile robot client.



Nowadays, with the increase in the number of mobile robots in farming applications, communication and coordination between robots are necessary to fulfill complex agricultural tasks. Communication plays an important role in the performance of multi-robot systems, where the robots interact with each other to exchange their spatio-temporal data and collected sensor data. In the developed wireless R2R communication system, the Wi-Fi message frame contains 33 bytes of spatio-temporal data (UtmX, UtmY, Speed, and Heading) of the mobile robots. On the other hand, this system is also capable of sending other sensor data within the remaining 2279 bytes in the data section of the Wi-Fi message frame.



The multi-robots in farm areas need to adjust their locations in real time. For this reason, the data exchange of communication among multiple robots is mainly focused on wireless communication technology. This technology mainly involves a wireless local or personal area network such as Wi-Fi, Bluetooth, ZigBee, and IRDA (infrared data association). Among them, Wi-Fi technology has been mostly preferred in agricultural multi-robots [31]. When these three wireless communication technologies are compared, Wi-Fi technology has been used in our study due to its features such as fast transmission speed, long effective distance, reliable connection, and wide coverage.



To evaluate the effectiveness and usefulness of the R2R communication and multi-robot collision system for multi-robot systems, the developed communication system and the algorithm were tested in the field. It evaluated three different cases for validating the collision avoidance algorithm in the field experiment. Firstly, the case of the real distance and the calculated distance are equal, and the real angle is greater than or equal to the calculated angle was tested (Figure 11). Secondly, the case of the positive of the calculated real tangent angle was tested (Figure 12). Lastly, the case of the negative of the calculated real tangent angle was tested (Figure 13).



Figure 11 shows the test result for collision avoidance in the case of the real distance and the calculated distance being equal and the real angle is greater than or equal to the calculated angle. Robot 1 has a passing priority due to its low robot number. Robot 1 moves with a heading angle of approximately 170 degrees. On the other hand, Robot 2 moves at an angle of about 50 degrees. When the robots reach the collision boundary, Robot 2 stops and Robot 1 moves forward. After Robot 1 is out of the collision boundary, Robot 2 resumes its movement.



Figure 12 shows the test result for collision avoidance in the case of the positive of the calculated real tangent angle. Robot 1 moves with a heading angle of approximately 290 degrees. On the other hand, Robot 2 moves at an angle of about 110 degrees. When the robots reach the collision boundary, the robots stop, and Robot 2 starts the collision avoidance maneuver. Robot 2 turns 90 degrees right and moves forward as far as its width; Robot 1 continues to move forward. After Robot 1 moves out of the collision boundary, Robot 2 moves back by its width and turns 90 degrees to the left. Then, Robot 2 continues to move in its direction.



Figure 13 shows the test result for collision avoidance in the case of the negative of the calculated real tangent angle. Robot 1 moves with a heading angle of approximately 130 degrees. On the other hand, Robot 2 moves at an angle of about 310 degrees. When the robots reach the collision boundary, the robots stop, and Robot 2 starts the collision avoidance maneuver. Robot 2 turns 90 degrees left and moves forward as far as its width; Robot 1 continues to move forward. After Robot 1 moves out of the collision boundary, Robot 2 moves back by its width and turns 90 degrees to the right. Then, Robot 2 continues to move in its direction.



Several algorithms for multi-robot collision avoidance have been proposed over the last few decades. These are potential fields [32], the dynamic window [33] inevitable collision states [34], sequential convex programming [35], model predictive control [36], priority-based planning [37], social forces [38], buffered Voronoi cells [39], barrier certificates [40], reciprocal velocity obstacle (RVO) [41], optimal reciprocal collision-avoidance (ORCA) [42], reciprocal orientation algorithm (ROA) [43], and shortest distance algorithm (SDA) [44]. However, none of the algorithms have been supported by a robot-to-robot communication system. In this paper, a new algorithm is suggested to solve the problem of multi-robot collision avoidance. The main idea of the study is to define the transition priority for the robots and to start the maneuver for collision avoidance from the two encountering robots to the one that does not have the transition priority. In this way, it is ensured that the robots for agricultural applications continue their work without leaving the route they should follow. The basis of the developed algorithm is formed by the developed robot-to-robot communication system. When the studies in the literature are evaluated, it is seen that this study is important in terms of communication between ground-based mobile robots. In addition, the collision algorithm is unique in the software prioritization of robots.




4. Conclusions


One key element in multi-robot systems is communicating between robots and providing coordination to achieve well-defined agricultural tasks. The aim of the wireless R2R communication system was based on a client–server model where clients send the spatio-temporal data to the server and the server sends all collected robot data to all robots in a wireless network. The designed wireless R2R communication system is suitable for providing wireless connectivity between the devices which is capable of Wi-Fi communication not only on mobile platforms but also on stationary systems for precision farming applications. This system provides a flexible, reliable, adaptable, and elegant solution to connect all mobile systems in agriculture. In conclusion, the wireless R2R communication system can be used safely in both outdoor and indoor conditions for agricultural mobile systems. In this study, a new and robust collision–avoidance algorithm was introduced for multi-robot systems. This algorithm is based on the kinematics of the robot and robot-to-robot communication system. From the test results, we found that the algorithm is collision-free and straightforward. We believe that the R2R communication system and collision–avoidance algorithm are well suited for real-time computation and sensing thanks to its low computational complexity, which allows for agricultural multi-robot systems. Future work should focus on the multi-robot spraying, fertilizing, and harvesting applications using the proposed R2R communication system and algorithm.
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Figure 1. Whole architecture of the wireless R2R communication system. 
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Figure 2. Hardware components used in communication systems. 
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Figure 3. Multi-robot WiFi communication system. 
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Figure 4. Multi-robot TCP/IP communication system between robot server and robot clients. 
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Figure 5. Data transmission from the robot client to the robot server via WiFi. 
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Figure 6. Graphic user interfaces of the R2R wireless communication software: (a) mobile robot server side and; (b) mobile robot client side. 
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Figure 7. Schematic illustration of the metrics of a differential-drive mobile robot. 
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Figure 8. Illustration of the condition that the mobile robots moving 180 degrees opposite each other would pass tangentially to each other. 
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Figure 9. A step-by-step schematic illustration of the collision avoidance system (1) Step 1 (2) Step 2 (3) Step 3 (4) Step 4 (5) Step 5 (6) Step 6. 
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Figure 10. Algorithm for collecting and merging the WiFi message frame. 
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Figure 11. Test result for case 1. 
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Figure 12. Test result for case 2. 
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Figure 13. Test result for case 3. 
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Table 1. The NMEA 0183 sentence specifications of the GPS receiver and digital compass.
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	Devices
	Sentence Format
	Specifications





	AGI-4 RTK GPS Receiver
	$GPRMC, HHMMSS.SS, Q, LLLL.LL, A, YYYYY.YY, A, X.X, X.X, XXXX, X.X, A*HH
	HHMMSS.SS: Time (UTC)

Q: Status

LLLL.LL: Latitude

A: N or S

YYYYY.YY: Longitude

A: E or W X.X: Speed, knots

X.X: Heading, degree

XXXX: Date, ddmmyy

X.X: Magnetic variation, degree

A: E or W

HH: Control



	HMR3000 Digital Compass
	$HCHDT, X.X, T*HH<CR><LF>
	X.X: Heading angle, degree

T*HH: True, Control

CR: Carriage Return

LF: Line Feed
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