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Abstract: Detailed information about mangroves is crucial for ecological and environmental protec-
tion and sustainable development. It is difficult to capture small patches of mangroves from satellite
images with relatively low to medium resolution. In this study, high-resolution (0.8–2 m) images
from Chinese GaoFen (GF) and ZiYuan (ZY) series satellites were used to map the distribution of
mangroves in coastal areas of Guangdong Province, China. A deep-learning network, U2-Net, with
attention gates was applied to extract multi-scale information of mangroves from satellite images.
The results showed that the attention U2-Net model performed well on mangrove classification. The
overall accuracy, precision, and F1-score values were 96.5%, 92.0%, and 91.5%, respectively, which
were higher than those obtained from other machine-learning methods such as Random Forest or
U-Net. Based on the high-resolution mangrove maps generated from long satellite image time series,
we also investigated the spatiotemporal evolution of the mangrove forest in Shuidong Bay. The results
can provide crucial information for government administrators, scientists, and other stakeholders to
monitor the dynamic changes in mangroves.

Keywords: mangrove classification; U2-Net; attention gate

1. Introduction

Mangrove forests are one of the typical marine ecosystem landscapes, which are
distributed in tropical and subtropical coastal areas. They are also known as the “green
lung of the ocean”, as they provide various ecological and economic benefits, such as
purifying seawater, storing carbon, maintaining biodiversity, and protecting the coastline
from erosion and storms. In recent years, positive progress has been made in protecting
and restoring mangroves around the world, as more people have recognized their value
and importance. However, mangroves are still facing many threats, such as deforestation,
urbanization, pollution, and climate change. These threats can lead to habitat degradation
and biodiversity reduction, which can affect the functions and services of mangroves.
Therefore, it is necessary to enhance the monitoring capabilities and produce more detailed
maps of mangroves, which can help the management and protection of mangroves [1]. The
maps can provide useful information for assessing the status and trends of mangroves and
designing appropriate strategies for sustainable management of mangroves.

In China, mangroves are mainly distributed in Guangdong, Guangxi, Hainan, Fujian,
and Zhejiang provinces, and they are mainly located in the tidal flat area [2]. Compared
to other terrestrial ecosystems, field surveys in mangrove areas are more time-consuming
and laborious [3]. Remote sensing is an ideal choice for quantitative monitoring of the
distribution and extent of mangroves due to its advantages of wide coverage and high
effectiveness [4]. However, mangrove monitoring capability is influenced by the extrac-
tion method and the resolution of satellite sensors [5]. At present, classification methods
commonly used for mangrove mapping from satellite images mainly include pixel-based
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and object-oriented classifications [6–10]. Kanniah et al. [6] used IKONOS image and corre-
sponding texture information to classify mangroves based on pixel maximum likelihood
classification (MLC), with an overall accuracy of 82%. Wang et al. [7] used Pleiades-1
satellite images and the Random Forest (RF) algorithm to classify mangroves in the Nansha
wetland, and the overall accuracy was 82.4%. However, traditional pixel-based classifica-
tion has a “pepper and salt” problem, which shows a discrete and random distribution of
white or black pixels in an image. Object-oriented classification uses both spectral character-
istics and texture information of mangroves, avoiding the “pepper and salt” problem. Pham
et al. [8] used an object-based logistics model tree (LMT) algorithm to map the distribution
of mangroves from 2010 to 2015 based on ALOS-2 PALSAR imagery, and they obtained an
overall accuracy of 83.8%.

In recent years, deep learning methods have been widely applied to coastal and
offshore environmental monitoring such as waterline extraction [11], flood mapping [12],
sea subsurface temperature reconstruction [13], etc. With the development of deep learning
in the field of image recognition, the application of deep learning in mangrove monitoring
has also become a research hotspot. Iovan et al. [14] proposed a deep convolutional neural
network (CNN) that automatically detects mangroves over Fidji in the South Pacific Ocean
from Sentinel-2 and World-View 2 images with resolutions of 10 m and 50 m, respectively.
Huang et al. [15] applied the LeNet-5 network to extract mangrove species information
from unmanned aerial vehicle (UAV) images, resulting in an overall recognition rate of
87.31%. Guo et al. [16] achieved an overall accuracy of 87% when using a deep-learning
model called Capsules-Unet for monitoring mangroves in Hainan Island from Landsat-5
TM (Thematic Mapper), Landsat-7 ETM+ (Enhanced Thematic Mapper Plus), and Landsat-
8 OLI (Operational Land Imager and TIRS) images with a resolution of 30 m. Most of these
studies focused on mangrove extraction based on relatively low- to medium-resolution
satellite data, with resolution values up to 10 m. However, the number of small mangrove
patches with an area of less than 1 hectare (ha) is increasing in China [17]. Therefore, it is
necessary to obtain more detailed information about mangroves from higher-resolution
satellite images.

In this study, we aim to provide high-resolution maps of mangroves in coastal areas
of Guangdong Province, China. A deep learning network, U2-Net, combined with an
attention gate was proposed to extract multi-scale features of mangroves from Chinese
GF and ZY satellite images with a resolution of up to 0.8 m. The remainder of the paper
is organized as follows: Section 2 describes the study area, satellite data sources, and the
methodology. The performance of the attention U2-Net model in explained in Section 3. A
case study on the spatiotemporal evolution of the mangrove forest in Maoming Shuidong
Bay based on satellite observations is introduced in Section 4. The conclusion is given in
Section 5.

2. Materials and Methods
2.1. Study Area

Guangdong Province is one of the areas with the widest mangrove distribution and
the most complete diversity of mangrove species in China. According to the latest statistics,
the total area of mangroves in Guangdong is currently about 14,000 ha, accounting for
about 56.9% of the total mangrove area in China. We selected the coastal area of Maoming,
Zhanjiang, and Taishan cities as the study area. Figure 1 shows the locations of Maoming,
Taishan, and Zhanjiang in the southwest of Guangdong Province, China. These cities have a
typical subtropical and monsoon-influenced climate characterized by hot, humid, and rainy
summers and mild winters [18]. The annual temperature ranges from 22.6 ◦C to 24.2 ◦C,
with January being the coolest month and July to August being the warmest months.
Rainfall peaks from May to September, with August receiving the most precipitation. The
dry and sunny season lasts from December to January. The cities are also exposed to
tropical cyclones from June to November, which can cause strong winds, heavy rains, and
storm surges.
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Figure 1. Study area.

2.2. Satellite Data

High-resolution remote sensing images used in this study were from Chinese GF-1,
GF-2, GF-6, and ZY-3 satellites. There are currently four GF-1 series satellites operating
in orbit. The first satellite, GF-1 01, was successfully launched on 26 April 2013. The
PMS (panchromatic/multi-spectra) onboard GF-1 satellites provide panchromatic and
multispectral images with resolutions of 2 m and 8 m, respectively. GF-2, which was
launched on 19 August 2014, has a spatial resolution of 0.8 m in the panchromatic band
and 3.24 m in the multi-spectral band. GF-6 is a low-orbit optical satellite. The onboard
PMS provides images with the same resolution as GF-1. ZY-3 01 is the first autonomous
high-resolution stereoscopic mapping satellite for civil use in China, launched on 9 January
2012, which provides panchromatic and multispectral images with resolutions of 2.1 m and
5.8 m, respectively.

In order to extract information of small mangrove patches, we used optical images
with a resolution higher than 2 m in this study. In total, 35 scenes of images were collected
with cloud coverage values of less than 10%. The information of these images is shown in
Table 1. These images were processed by atmospheric correction, orthophoto correction,
image fusion, and true color synthesis (Figure 2).

Table 1. Information of satellite images.

Satellite-Sensor Date
(MM/DD/YY) Area Spatial Resolution Image Size

GF1-PMS1

09/20/2018

Maoming Multi Spectral
Scanner (MSS): 8 m

Panchromatic
(PAN): 2 m

36 km × 36 km

05/16/2019

11/25/2019

10/20/2015
Taishan

01/13/2018
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Table 1. Cont.

Satellite-Sensor Date
(MM/DD/YY) Area Spatial Resolution Image Size

GF1-PMS2

09/30/2014

Zhanjiang

MSS: 8 m
PAN: 2 m

36 km × 36 km

10/02/2014

03/20/2018

06/03/2014

Maoming
09/26/2014

06/07/2015

01/01/2017

10/26/2020

01/25/2017 Taishan

GF2-PMS1

03/22/2018 Maoming

MSS: 4 m
PAN: 0.8 m

28 km × 28 km
01/02/2018

Taishan12/02/2016

12/08/2016

GF2-PMS2

01/22/2017
Zhanjiang

MSS: 4 m
PAN: 0.8 m

28 km × 28 km

03/15/2020

11/08/2019 Maoming

11/30/2015
Taishan

07/21/2020

GF6-PMS
02/21/2020 Zhanjiang MSS: 8 m

PAN: 2 m 96 km × 96 km12/01/2019 Taishan

ZY3-TMS

03/02/2017 Zhanjiang

2.5 m 52 km × 52 km
01/10/2015

Maoming10/19/2017

10/24/2017

01/22/2017 Taishan
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PIE-Ortho 6.0 software [19] was used to preprocess the images. First, atmospheric
correction was performed on the images using the fast line-of-sight atmospheric analysis of
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spectral hypercubes (FLAASH) model [20]. These images were then orthorectified using
reference images and DEM data (resolution of 30 m; https://earthexplorer.usgs.gov/ (ac-
cessed on 25 October 2019)), and the Rational Polynomial Coefficients (RPC) model was
applied for correcting the projection error and image geocoding. Next, the multispectral
image and the panchromatic band image were registered using the orthorectified panchro-
matic band image as a reference to ensure that the registration accuracy between the two
types of images did not exceed 0.5 pixels. The pansharpen algorithm [21] was used to fuse
data, making the multispectral image highly similar to the original panchromatic band
image and to reduce spectral distortion. Finally, a true color image was synthesized. These
images were mosaicked by county-level administrative districts.

GF-2 images with a resolution of 0.8 m were all resampled to a grid size of 2 m. Since
mangroves are mainly distributed in the coastal intertidal zone, the buffer zone was set to
within 1 km of the coastline. Finally, all images were segmented into 2237 samples with a
size of 320 × 320 pixels.

2.3. Attention U2-Net Model for Mangrove Detection

2.3.1. Structure of the Attention U2-Net

A combination of the deep learning model U2-Net and attention gate, hereafter called
attention U2-Net, was adopted in this study for automatic mangrove detection from the
high-resolution imagery. Attention U2-Net is based on U2-Net, which is a network for
salient object detection proposed by Qin et al. [22]. As shown in Figure 3, the architecture of
the network is a two-layer nested U structure. U2-Net consists of 6 coding layers, 5 decoding
layers, and a full connection layer. Instead of a single convolution layer or deconvolution
layer, each encoding and decoding layer embeds a complete ReSidual U-block (RSU)
structure, which can extract multi-scale features during the sampling process. The RSU
integrates the characteristics of the receptive field at different scales. This architecture
allows researchers to train the deep network from scratch and improve the recognition
efficiency by extracting multi-scale features layer by layer.
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The mangrove training sample is a high-resolution satellite image that contains man-
groves and other land cover types. The training sample is transmitted downward through
resampling of the encoder, which reduces the spatial resolution but increases the feature
dimension. The encoder can learn the low-level and high-level features of mangroves from
the training sample. The resampled training sample is then transmitted to the decoder,
which increases the spatial resolution but reduces the feature dimension. The decoder
can reconstruct the mangrove map from the features learned by the encoder. The loss
function is calculated at each level of the decoder, which measures the difference between
the identified mangrove map and the ground truth map. The loss function is minimized
through continuous iteration, which can update the network parameters and optimize the
network performance. After traversing all the encoding layers and decoding layers, the
feature extraction results are concentrated in the fully connected layer, which outputs the
final mangrove extraction result. The final mangrove extraction result has the same size as
the training sample, and it shows the location and shape of mangroves.

By embedding the attention gate into the U2-Net model, irrelevant regional features
can be suppressed, and the model will pay more attention to the salient features of tar-
gets [23]. Figure 4 shows the structure of the attention gate. The attention gate consists
of three parts: an input gate, an output gate, and an attention coefficient. The input gate
receives the input features from the encoder and the decoder and performs a convolution
operation on them. Firstly, one-dimensional convolution is performed on the input feature
(x) downsampling from the top and gating signal (g) upsampling from the map below x.
The purpose of convolution is to make the channel numbers of x and g consistent. Then, g
and x are combined after the convolution operation, and the attention coefficient α [0, 1]
is calculated through the ReLU function, one-dimensional convolution, and the sigmoid
function on the input gate, which can assign different weights to different regions of the
input features. The output gate performs another convolution operation on the input
features and then multiplies them with the attention coefficient. Finally, the original x and
α are multiplied to obtain the attention weight. The results of the attention gate are then
concatenated with the upsampled results.
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2.3.2. Model Performance Evaluation Method

The performance of the attention U2-Net model is evaluated through the overall
accuracy (OA), precision (P), and F1-score (F1). The expression of these indices can be
found in Formulas (3) to (5). OA is the percentage of all correct classifications in the total
test data samples. P is the ability of the model to classify all positive classes. These metrics
are commonly used to evaluate the quality of the model output, as they measure how well
the model can correctly identify and classify the mangroves from the background. The
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F1-Score is a metric that combines precision and recall, which are two indicators of how
well the network can correctly identify and classify the mangroves from the background.

OA =
(TP + TN)

(TP + TN + FP + FN)
(1)

P =
TP

TP + FP
(2)

F1 =
P × R
P + R

(3)

where TP is the number of positive classes that are classified correctly, TN is the number
of negative classes classified as negative, FP is the number of positive classes classified as
negative, and FN is the number of negative classes classified as negative. R is recall, which
can be expressed by

R =
TP

TP + FN
(4)

For the binary classification task in this study, the confusion matrix could be repre-
sented as shown in Table 2. The confusion matrix is an analysis table that summarizes the
prediction results of the classification model.

Table 2. Confusion matrix.

Confusion Matrix
Prediction

Positive (Mangrove) Negative (Background)

Actual
Positive (Mangrove) TP FN

Negative (Background) FP TN

2.3.3. Configuration of the Attention U2-Net

In order to train and test the attention U2-Net model for mangrove detection, we had
to prepare a sample dataset from the satellite images. We used LabelMe 4.5 software, which
is a tool for image annotation, to label the pixels in satellite images as either mangrove or
non-mangrove (background). Similar to the method used in some studies on mangrove
classification (e.g., [14]) 2020), labels were created through visual interpretation based on
collected reference samples from high-resolution satellite imagery and previous mangrove
maps. We removed the images that had less than 1% of mangrove pixels, as they are not
suitable for mangrove detection. After this process, we obtained 2237 samples with a size of
320 × 320 pixels. The data volume was expanded to three times by further processing these
images through horizontal flipping, vertical flipping, and random cropping. We split the
dataset into two parts: 70% of the samples were used for model training, and the remaining
30% were used for model testing.

However, we encountered a problem of sample unbalancing in our dataset. The
proportion of mangrove pixels to the total image pixels was only 19%, which means that
most of the pixels belonged to the background rather than the mangrove target. This could
cause the network to learn more features from the background and ignore the features from
the mangrove target, which could affect the accuracy and reliability of mangrove detection.
To solve this problem, we used a loss function that considers the contribution of F1-Score.
By considering the F1-Score in the loss function, we could make the network learn more
target features and balance the contribution of mangrove pixels and background pixels.
The loss function is expressed as

loss = α × BCE + (1 − α)(1 − F1) (5)
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where α is the factor that balances BCE and F1, and its value is set at 0.4. BCE is a traditional
binary classification loss function that represents the difference between the measurement
xi and the classified value yi.

BCE = −
N

∑
i=1

[yiln (σ(xi)) + (1 − yi)ln(1 − σ(xi))] (6)

where N is the number of samples; yi is the label of sample i, where yi is 1 if the sample is
mangrove and 0 if it is not; and σ(xi) represents the probability that sample i is classified as
mangrove.

In addition, a series of comparative experiments was conducted to determine the
optimal model parameter combination by adjusting the values of batch size (bn), learning
rate, and epoch number. We set bn to 2, 8, 16, and 32; the learning rate to 0.0001, 0.001, and
0.1*bn/256 [24]; and the number of epochs to 500, 1000, 1500, and 2000.

3. Results: Performance of the Attention U2-Net Model

Figure 5 shows the overall performance of the attention U2-Net model in mangrove
classification based on the test dataset. We also carried out comparative experiments
to compare our model with other machine-learning methods, including RF and U-Net.
Examples of mangrove extraction results from four models are shown in Figure 6.
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The results showed that the attention U2-Net model had the best performance among
the four models, as it achieved the highest overall accuracy, precision, and F1-score. The
values of overall accuracy, precision, and F1-score for the attention U2-Net model were
96.5%, 92.0%, and 91.5%, respectively, which were much higher than those obtained from
the RF model, which had the lowest performance. The RF model tended to misclassify the
spatial patterns that appeared smooth and uniformly colored on remote sensing images,
such as water or bare land, as mangroves. Therefore, it exhibited a low precision of 52.2%
and also a low overall accuracy and F1-score. Compared with the RF and U-Net models,
the attention U2-Net model could almost completely extract mangroves from satellite
images, as it has a deep learning architecture that could capture more features and details
of mangroves. The U2-Net model had a high precision of 91.3%, which was significantly
increased compared to the U-Net model. The U-Net model may have overestimated the
area of mangroves, as it may have classified some small patches of mangroves as a few
large patches, resulting in a coarse and inaccurate output (Figure 6d). After considering
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the attention gate, although the overall performance of the attention U2-Net model was
only slightly improved, more detailed information about mangroves could be extracted
from this model (Figure 6f). The attention gate could help the model focus on the regions
of interest and ignore the irrelevant regions, thus enhancing the quality of the output. The
attention U2-Net model could extract more detailed information about mangroves from
satellite images, such as their boundaries and shapes (Figure 6f). This indicates that our
model performed quite well in effectively and accurately mapping mangroves and can
provide useful information for mangrove conservation and management.
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4. Discussion

4.1. Advantages and Limitations of the Attention U2-Net Model

In this study, we proposed and applied an attention U2-Net model for mangrove ex-
traction from high-resolution satellite images. The results indicate that our model performs
well in mangrove classification. The precision is 92.0%, which is much higher than that of
the RF model (52.2%). As shown in Table 3, the attention U2-Net model may outperform
some other machine-learning or deep-learning methods [25–28]. One possible reason is that
the U2-Net can learn from data and optimize the algorithm and parameters automatically,
without relying on manual feature extraction or selection. In addition, the attention U2-Net
model can improve the accuracy and efficiency of mangrove mapping by using a complex
and nonlinear network that can capture the spectral and spatial features of mangroves.
The attention gate allows the model to focus on the most relevant regions and pixels for
mangrove classification. The use of high-resolution images may also contribute to the
improvement of model performance.
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Table 3. Comparison of the performance of our model and other methods in mangrove classification.

Literature Study Area Satellite/Spatial
Resolution Method Precision

Iovan et al. [14] South Pacific Ocean WorldView 2/0.5 m and
Sentinel-2/20 m

A small-patched
convolutional neural

network

Detection rates are
87.94% with a false

positive rate of 1.00%

Wang et al. [25] Caribbean coast of
Panama

Ikonos/0.58 m

Back propagation
neural network

(BPNN)
88.8%

Clustering-based
neural network

classifier (CBNN)
81.6%

Maximum likelihood
classification (MLC) 86.6%

Khan et al. [26] Sundarbans
Landsat 5 TM, Landsat 7

ETM, and Landsat 8
OLI/30 m

MLC 62% in 2011
69% in 2021

Hao et al. [27] Zhanjiang Sentinel-2/10 m
Sem-dense connections

by convolutional
neural network

90.96%

de Souza Moreno
et al. [28] Cananéia-Iguape Sentinel-1/5 m

U-Net with the
Efficient-net-B7

backbone
85.77%

Our model Zhanjiang, Taishan,
and Maoming

GF-1, GF-6, ZY-3/2 m;
GF-2/0.8 m Attention U2-Net 92.0%

A potential limitation of the attention U2-Net model is that it was developed based on
satellite data acquired in three cities of Guangdong Province. Is the model applicable to
the other regions? This has not been verified yet. This will be completed in the near future
after more high-resolution satellite data are collected

4.2. Spatiotemporal Evolution of Mangroves in Shuidong Bay—A Case Study

Here we applied the attention U2-Net model to map the mangroves in Shuidong Bay
as an example, which is a coastal area in Maoming City, Guangdong Province, China. We
used 2 m resolution satellite images from 2015 to 2018 to analyze the spatial distribution
and temporal evolution of mangroves in this area. The mangrove maps obtained from
the model are shown in Figure 7, where the mangroves are marked in red and yellow. It
can be seen that the mangroves are mainly distributed along the coastline of Shuidong
Bay, and some of them are located in the estuaries of rivers. By using high-resolution
satellite images, we can identify a large number of small mangrove patches that may be
overlooked by other methods. These small patches are important for maintaining the
biodiversity and ecosystem functions of mangroves. Figure 8 also shows the changes in the
mangrove area over the four years. We can see that the mangrove forest expanded steadily
from 2015 to 2018, with an average growth rate of over 10 hm2 per year. The total area of
mangroves increased by 17% in four years, reaching approximately 270 hm2 in 2018. This
indicates that the mangrove protection and management policy implemented by the local
government in Maoming is effective, and that the mangrove restoration and conservation
efforts have achieved positive results. The attention U2-Net model can provide useful
information for monitoring and evaluating the status and trends of mangroves in Shuidong
Bay, and it can also be applied to other regions with similar environmental conditions.
This proves the important application value of this model for the long-term dynamic
monitoring of mangroves. The research results are expected to provide useful feedback
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information for government administrators, scientists, and other stakeholders related to
mangrove dynamics.
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5. Conclusions

The main objective of this study is to realize automatic mangrove mapping from high-
resolution images acquired by Chinese GF and ZY series satellites using a deep-learning
method, i.e., the attention U2-Net model. The model can extract detailed features and
boundaries of mangroves in coastal areas of Guangdong Province, China, and can also
focus on the regions of interest and ignore the irrelevant regions by using an attention gate.
The comparison with other machine-learning or deep-learning models (RF, U-Net, and
U2-Net models) shows that our model generates the highest overall accuracy, precision, and
F1 score values (96.5%, 92.0%, and 91.5%, respectively). By using high-resolution satellite
images, we can obtain multi-scale information about mangroves, such as their location,
area, shape, and density. Based on the mangrove maps generated by the model from
high-resolution GF images, we found that the area of mangroves has steadily increased
from 2015 to 2018 under the influence of China’s mangrove planting policy, which aims to
restore and conserve mangroves in coastal areas. The total area of mangroves has increased
by 17% in four years, reaching approximately 270 hm2 in 2018.

The combination of high-resolution satellite images and deep learning models helps
to generate fine-scale mangrove maps, which can effectively support local authorities in
mangrove planning and management. The fine-scale mangrove maps can provide useful
information for assessing the status and trends of mangroves, evaluating the effectiveness
of mangrove restoration and conservation efforts, and designing appropriate strategies and
policies for the sustainable management of mangroves. Currently, our study is limited by
the amount of collected field survey data, which are essential for training and vali-dating
the attention U2-Net model. The mangrove data were mainly collected in Guangdong
coastal areas, where we established and evaluated our model. Therefore, we cannot assess
the applicability and generalization ability of our model in other regions with different
environmental conditions. However, with the increase of in situ measurements in the near
future, we expect to improve our model and test its performance in other regions with
similar or different types of mangroves.
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