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Abstract: Smartphones are increasingly being used to enable patients to play an active role in
managing their own health through applications, also called apps. The latest generation of sound
processors for cochlear implants offer Bluetooth connectivity that makes it possible to connect
smartphones or tablets and thus enable patients to modify their hearing sensation or measure system
parameters. However, to achieve a high adoption rate and secure operation of these applications, it is
necessary to design intuitive user interfaces (UI) for end users. The main goal of the current study was
to evaluate the usability of two different UIs. A second goal was to compare the hearing outcomes
based on the patient’s adjustments. The two different UIs were explored in a group of adult and
older adult bimodal cochlear-implant users, with adjustments possible for both the cochlear implant
and the contralateral hearing aid. One of the UIs comprised a classical equalizer and volume-dial
approach, while the second UI followed a 2D-Surface concept, to manipulate the corresponding
sound parameters. The participants changed their fitting parameters using both UIs in seven different
sound scenes. The self-adjusted settings for the different scenarios were stored and recalled at a
later stage for direct comparison. To enable an assessment of reliability and reproducibility, the
self-adaptation was also repeated for two of the seven sound scenes. Within minutes, the participants
became accustomed to the concept of both UIs and generated their own parameter settings. Both UIs
resulted in settings that could be considered similar in terms of spontaneous acceptance and sound
quality. Furthermore, both UIs showed high reliability in the test–retest procedure. The time required
for adjustment was significantly shorter with the 2D-Surface UI. A closer look at the bimodal aspect
shows that participants were able to compensate for differences in loudness and frequencies between
the cochlear implant and the hearing aid. The blind comparison test showed that self-adjustment led
to a higher acceptance of the sound perception in more than 80% of the cases.

Keywords: cochlear implants; self-fitting; user interfaces; bimodal; smartphone application

1. Introduction

A cochlear implant (CI) is a prosthetic device for the inner ear that directly stimulates
the auditory nerve, thus circumventing the damaged inner hair cells and generating
audible sensations, in spite of deafness. In recent years, the indication criteria for a CI
have been expanded, and currently many patients who have significant hearing on their
contralateral ear receive a CI and use it in parallel with a hearing aid (HA). Users with
such a combination of a CI and HA are also called bimodal users. Unlike a CI, a HA
amplifies ambient sounds and presents them acoustically to the user. The amplification
is calibrated according to prescribed methods. In the calibration of adult hearing aids,
there are two commonly recommended prescribed methods for fitting: NAL-NL2 and
DSL v.5 [1]. These methods use nonlinear gain fitting strategies based on either loudness
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normalization or loudness equalization principles. Both strategies take into account various
patient and device characteristics. For example, the desired sensation level (DSL) method
takes into account the patient’s hearing thresholds, previous amplification experience,
number of hearing aid channels, and volume exposure [2]. With current CI systems, it
is possible to achieve good speech perception in a quiet environment [3–5]. However, in
challenging environments, such as with background noise or reverberation, most users
still have problems in understanding speech [6–8]. However, compared to a CI used
alone, bimodal stimulation, i.e., combining electric (CI) and acoustic (HA) stimulation, can
already lead to improvements in speech understanding in noise, in sound localization,
and in music perception [9,10]. Another important factor impacting speech perception is
adequate fitting of the sound processors. Correctly assessing the thresholds and the upper
stimulation levels are the most relevant settings in the adjustment process [6]. Generally,
the fitting process of a HA or a CI is highly individual. The initial fit is usually made by an
expert, i.e., an audiologist. The subsequent fine tuning is based on the expert’s experience,
taking into account the user’s feedback. The fine-tuned HA or CI is then worn by the user
under different listening conditions in everyday life. Further appointments for fine-tuning
generally follow, until a setting is found that is satisfactory for the user [11,12]. Such a fitting
process may therefore take several sessions, and the final setting is very dependent on the
experience of the expert and the time spent with the participant. It is precisely this point
that often leads to problems, particularly for bimodal users, since the CI and HA may not
be fitted by the same expert. The different experiences and approaches of the experts has an
impact on the hearing sensation with the two devices. One approach to overcoming these
problems could be to let the users adjust the HA and CI settings themselves. In everyday
situations, this could lead to an individual adjustment of the sound and to an improvement
of the auditory sensation. This concept of self fitting was previously investigated for HAs by
Gößwein et al. [11] and for cochlea implants by Vroegop et al. [6] and Botros et al. [13]. They
showed that self-fitting led to a higher acceptance of the sound in different environments
but not to a higher speech intelligibility. However, bimodal users were not considered
in these studies. In both studies, starting from an expert baseline setting, the user was
allowed to amplify or attenuate certain frequency ranges of the input signal with the help
of a tool. The user was thus able to adjust the sound to his or her personal preferences.
Considering that the setting options for manipulating the input signal were the same for
both devices, a bimodal solution should be feasible. Simultaneous fitting of the CI and
the HA with the same self-fitting tool could also be used to compensate for the different
fitting approaches used by the different experts during the initial fitting. Considering the
fact that smartphones are becoming more and more popular throughout society, and even
among the elderly population, they represent the perfect platform for such a self-fitting
tool. In combination with the latest CI and HA generations with an integrated Bluetooth
interface, the development of such self-care applications, generally called APPs, becomes
possible. In existing apps in the HA field, the user interface (UI) mostly follows the basic
principle of an equalizer. A good example of such an approach is the myPhonak (Phonak)
app, in which the low, mid, and high frequencies, as well as the overall volume, can be
adjusted with the help of four sliders [14]. For CIs, there is a similar concept in the Nucleus
Smart APP, made by Cochlear. In this APP, the treble, bass, and overall volume can be
adjusted [15]. However, other experimental approaches to a user interface can be found in
the literature. One of these is the 2D-Surface UI that was used by Dreschler et al. [16] and
examined in more detail by Gößwein et al. [11] and Rennies et al. [17]. With the help of this
UI, the user can change the sound impression by moving a point with the fingertip on a
touch-sensitive rectangular surface. Compared to other UIs, such a 2D-Surface can provide
advantages. By minimizing the number of controls, the median duration of a self-fitting
session could be reduced to less than one minute; at the same time, a high reproducibility
was observed for such self-fitting under test–retest conditions. In comparison, participants
required between 1 and 4 min for adaptation to other UIs tested [17]. We, therefore, decided
to use the 2S-Surface approach in our study and compare it to the established equalizer-
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based (EQ) approach. Thus, besides the goal of evaluating a self-fitting tool for bimodal
users, another aim of this study was to compare the 2D-Surface UI to the EQ UI and to the
current state-of-the-art expert fitting. We also wanted to examine whether the experience
gained in the above-mentioned studies could be confirmed in the field of CIs, especially for
bimodal users.

2. Materials and Methods
2.1. Study Participants

A total of 18 bimodal, postlingually deaf participants were included in the study.
A short overview of their demographics is shown in Table 1. Each of the participants was
implanted with an advanced bionics implant (Clarion II or one of the more recent HiRes series)
and used the HiRes Optima or HiRes 120 coding strategy. Contralaterally, the participants
were fitted with a regular HA, of various types and brands, and had an earmold. Table 2
shows the respective supply of the patient per side. Hearing thresholds on the HA side were
better or equal to 80 dB HL from 250 Hz to 1 kHz (see Figure 1), and all participants had
at least 50% speech understanding in quiet conditions within the Hochmair-Schulz-Moser
(HSM) speech test. In addition, each participant had to have experience using a smartphone,
meaning regular use of at least one app per day. Furthermore, all patients had to be in
good health to operate a smartphone. All participants were patients of the medical school
of Hanover. The screening process initially included an evaluation of the internal patient
database according to the aforementioned inclusion criteria. Potential candidates (n = 215)
were contacted in order of eligibility and until the required number of participants was
reached, and they were asked about their smartphone experience and possible impairments
to their motor skills. If a patient met all requirements and was interested in the study,
an initial appointment was scheduled. At this appointment, the patient was informed and
included in the study.
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Figure 1. (left) Audiograms of all 18 participants for the HA side (dashed lines), as well as the mean
(continuous line) of all participants. (right) Audiograms of all 18 participants as boxplot with the
25th and 75th quartile, as well as the median value and the mean (continuous line) of all participants.

Table 1. Short overview of the demographics of all 18 participants given in years.

Mean (Years) Min (Years) Max (Years)

Age at enrollment 65.7 54 77

Duration of CI use 4.7 3 11

Duration of HA use 20.6 5 60

Duration of hearing
impairment (first
supplied side)

32.8 8 67

Duration of profound
hearing loss (CI side) 9.9 3 66
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Table 2. Supply per side for each participant .

Subject ID 01 02 03 04 05 06 07 08 09 10 11 12 13 14 15 16 17 18

left CI CI HA CI HA HA CI CI CI CI CI CI CI HA CI CI CI HA
right HA HA CI HA CI CI HA HA HA HA HA HA HA CI HA HA HA CI

2.2. User Interfaces

Two different UIs were explored, to establish which would be best suited for setting
treble, mid, bass, overall volume, and the balance/emphasis between the HA and the CI.
Both UIs allowed the user to make these changes, based on an initial setting that was made
by an expert. One of the UIs comprised a classical equalizer and volume-slider approach
(see Section 2.2), while the second UI utilized a tactile 2D-Surface concept (see Section 2.3)
to manipulate the corresponding sound parameters. The HAs and CI-Processors used in
the study operated internally with a sampling rate of 22,050 Hz and a short-time Fourier-
transformation (STFT) filter bank with Hamming windows, a frame size of 256 samples,
a frame advance of 1

4 and interpolated to 20 bins at Bark resolution. The center frequency
for each bin is shown in Table 3.

Table 3. Center frequencies of the STFT filterbanks and normalized value tables for the self-fitting
adjustments.

Filter Bank Bin 1 2 3 4 5 6 7 8 9 10

center frequency [Hz] 172 345 517 689 861 1034 1206 1378 1550 1723
EQ-bass 0.9667 0.8 0.4667 0.1333 0.0 0.0 0.0 0.0 0.0 0.0
EQ-mid 0.0333 0.2 0.5333 0.8667 1.0 0.97 0.93 0.87 0.73 0.6
EQ-treble 0.0 0.0 0.0 0.0 0.0 0.03 0.07 0.13 0.27 0.4
2D-Surface −1.0 −1.0 −0.8416 −0.5918 −0.3979 −0.2396 −0.1057 0.0103 0.1595 0.3255

Filter Bank Bin 11 12 13 14 15 16 17 18 19 20

center frequency [Hz] 1981 2326 2670 3015 3445 4048 4823 5943 7494 9647
EQ-bass 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
EQ-mid 0.47 0.37 0.23 0.13 0.0667 0.03 0.03 0.0 0.0 0.0
EQ-treble 0.53 0.63 0.77 0.87 0.9333 0.97 0.97 1.0 1.0 1.0
2D-Surface 0.4648 0.5848 0.7147 0.8486 0.9825 1.0 1.0 1.0 1.0 1.0

Equalizer UI

The equalizer UI in Figure 2b allows the adjustment of three frequency ranges: low
(center frequency 172 Hz), mid (center frequency 861 Hz), high (center frequency 4.5 kHz),
and overall volume. These adjustments can be made for both the HA and the CI simulta-
neously, or separately, if the two pointers for each slider are decoupled. For each slider,
an adjustment of ±10 dB is possible. Using Equation (1), the range ra, the normalized
value nv(k) (see Table 3—EQ) for every slider (bass, mid, treble, and volume) and the
slider position sp, the respective delta gain δ for each filter bank k can be determined.
In combination with the volume slider and the sliders in certain frequency ranges, a gain of
±20 dB is possible.

δ(k) = ra · (spvolume + spbass · nvbass(k) + spmid · nvmid(k) + sptreble · nvtreble(k)) (1)

with:

ra = 10, Dsp = { sp ∈ Q | − 1 ≤ sp ≤ 1 }
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Figure 2. (a) The 2D-Surface user interface with its two movable pointers for the settings of each
side and the possibility to switch between left, right, and coupled mode. (b) The EQ user interface
is shown with its four sliders for the settings and the possibility to switch between left, right, and
coupled mode.

2.3. 2D-Surface UI

The 2D-Surface UI in Figure 2a is based on the concepts presented by Dreschler et al. [16],
Gößwein et al. [11], and Rennies et al. [17]. In this approach, the participant can adjust the
corresponding sound parameters by moving a point in a square. Just as with the EQ UI,
the adjustments can be made for both the HA and the CI simultaneously, or separately,
if the two points for the left and right are decoupled. By shifting the point in the coordinate
system along the x axis, different specific gain-frequency curves are retrieved. These have
their focus in different frequency ranges and can be amplified or reduced by shifting them
along the y-axis. Using Equation (2) and the normalized value nv(k) (see Table 3—2D-
Surface), the delta gain δ for each filter bank k can be determined for each pointer position
ppx,y. Figure 3 shows different gain curves for different point positions along the x-axis,
with a fixed value of ppy = 0.5. Unlike the EQ user interface, where the filter consists of
three bandpasses, this user interface combines a highpass and a lowpass, which means that
the gain curves set by the participant might differ between the two approaches. However,
a gain of ±20 dB is also possible with this UI.
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Figure 3. δ Gains for the 2D-Surface UI: Example of the gain curve for different point positions ppx

along the x-axis with a fixed value for ppy = 0.5. While ppx = −1 gives maximum attenuation of the
high frequencies, ppx = 1 results in maximum amplification of the high frequencies.
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δ(k) = ra · (ppy + ppx · nv(k)) (2)

with:

ra = 10, Dpp = { ppx,y ∈ Q | − 1 ≤ ppx,y ≤ 1 }

3. Procedures

In this monocentric study, a single-participant design with repeated measures was
used. This approach, in which each participant serves as his or her own control, takes
into account the heterogeneity that is characteristic of hearing-impaired participants. All
measurements were performed on a single study date. An experienced audiologist created
the expert settings for the CI and the HA using the regular fitting software and instructed the
participants about how to use the APP. The measurements were realized as a randomized
crossover study, using an AB/BA design. In this common form of randomized crossover
trial, participants are randomly assigned to either treatment A followed by treatment B
or treatment B followed by treatment A [18]. All participants were randomly assigned to
the two different study arms. Based on this decision, they either started with the EQ UI or
with the 2D-Surface UI and were later switched to the other condition. This ensured that
possible training effects in the personal self-fitting process had no influence on the data.
This also ensured that the familiarization phase for each sound condition took place with
the EQ UI or with the 2D-Surface UI randomly. The complete study procedure is shown in
Figure 4.

3.1. Expert-Fitting Procedure

For the duration of the study, all participants were fitted with an Audeo Marvel R 90
RIC (Phonak) HA on the hearing-impaired ear, and with a Neptune (Advanced Bionics)
processor in their implanted ear. For the CI side, all settings, as well as the most used map,
were exported from the patient’s private processor and imported to the study Neptune
processor. This ensured that the hearing impression was close to that experienced by the
patients in everyday life. Participants were asked whether the new program sounded
familiar, and changes were made in the case that participants were not satisfied. This
final setting reflected the expert setting for the CI in the subsequent tests. For the expert
setting on the HA side, however, a completely new hearing program was created. Due
to the large variety of HA manufacturers used by the participants, it was decided not to
export the settings from the private HAs. Instead, an expert setting was newly created by
an audiologist using the Target 7.0 fitting software (Phonak ). This fitting was carried out
based on the measurements of the AudiogramDirect functionality and the use of the Adaptive
Phonak Digital Bimodal (APDB) formula. This fitting formula takes into account that, in
bimodal CI users, especially those with limited hearing on the contralateral side, the CI
often dominates the understanding of spoken language [19]. Due to its design features,
the CI mainly encodes the frequencies (1–4 kHz) that are critical for speech intelligibility.
For bimodal patients, the APDB fitting formula emphasizes the audibility of low-frequency
information, which complements the CI and provides temporally fine-grained structural
information to support speech understanding in noisy environments. In addition, the vol-
ume enhancement and automatic gain control (AGC) features were matched between
the CI processor and the HA [20]. Nevertheless, according to Digeser et al. [21], there is
no consensus on the fitting strategy for HAs in bimodal users. However, there are two
common approaches that prevail in the calibration of HAs for bimodal users. The first
approach is also the approach followed by the APDB fitting formula. The HA is fitted to
support the CI by improving audibility in low frequencies and reducing amplification in
higher frequencies [22]. The second approach is to optimize the CI and HA individually for
speech perception. Regardless of the fitting approach, a compensation procedure is applied,
to match the perceived loudness between the CI and the HA. In this study, the loudness of
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the new fitting on the HA side was matched to the loudness of the CI side. This loudness
adjustment was performed spontaneously and without further measurements in consulta-
tion with the participant. Subsequent fine tuning was performed, according to the needs of
the participant. For both devices, only the omnidirectional microphones were activated.
The CI and the HA expert settings also served as the baseline settings from which changes
were made with the UIs by the participants themselves.

Figure 4. Study procedure: The flow of the study appointments, from top to bottom.

3.2. Self-Fitting Procedure

Depending on the group, the participants either started with the EQ UI or the 2D-
Surface UI. In both cases, while different sounds were presented via a loudspeaker (soft and
middle-loud speech in quiet, loud speech in noise, pop and classical music), the participants
had the task of adjusting their CI and HA with regards to volume and timbre. For the con-
dition of speech in quiet, a text spoken by a female speaker was played once with a normal
voice (65 dBa) and once with a quieter voice (50 dBa). Loud speech in noise was realized
as a recorded conversation with background babble talk, comparable to a cocktail-party
situation. For the pop music conditions, the song: “The Alan Parsons Project—Limelight”
was used, and for classical music the piece: “Bach—Brandenburgische Konzerte Nr. 1 In
FMaj, BWV 1046”. The sound samples were presented until the participant completed the
self-fitting. The sound samples were started and stopped by the supervisor. During the
adjustment, the participants were placed in front of the loudspeaker at a one meter distance.
Besides the laboratory-situations, a self-fitting was also conducted in two natural sound
scenarios. The first location was the entrance hall of the German Hearing Center (GHC) at
the Medical School Hannover. This is a large room with strong reverberation and a radio
running quietly in the background. The second location was directly beside a busy street
in front of the GHC. This location was outdoors and therefore occasionally faced weather-
related challenges, such as wind. In both situations, the supervisor had a conversation with
the participant during the self-fitting to give them a idea of their changes. At the end of
each adjustment, the participants were asked how satisfied they were with the adjustment
on a scale from (1) very satisfied, to (5), very dissatisfied. This was used to evaluate the
spontaneous acceptance of the new settings. To check the reproducibility of the settings
made with the two UIs, a re-test was conducted at the end of the study session. For this
purpose, the participants repeated the self-fitting, but only for the loud speech in noise and
the pop-music sound samples.
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3.3. Blind Preference Test

The final settings for both UIs for each sound condition in Section 3.2 (except the
two natural sound scenes) were used for a blinded A/B comparison test. This resulted in
the following pairwise comparisons that were made for each of the five recorded sound
conditions: 2D-surface UI vs. expert fit, EQ UI vs. expert fit, and 2D-surface UI vs. EQ UI.
Subsequently, each participant was asked to decide a total of 15 times which setting they
preferred. The participants could freely switch between the two settings while listening
to the sound presentation, and the next sound sample was only presented when the
participants had made their choice. The participant sat one meter away and in front of
the loudspeaker presenting the different sounds. The order of the pairs to be compared
was randomized.

4. Results
4.1. Self-Fitting Final Positions

Figure 5 shows all final slider positions sp in the form of violin plots. Each individual
violin plot shows the final slider position for one fitting parameter (y-axis) for all study
participants with the relevant sound sample (x-axis). The median (black point) and mean
(black line) values for all final positions across all participants are also shown. The raw
data presented in the violin plots can be viewed in Tables A1–A12 in Appendix A. To check
whether the final position of the slider for the same parameter varied significantly between
the different sound conditions, or whether the final position was independent of the sound
presented, a Friedman test was performed. At a significance level of psig = 0.5, significant
differences were found for the volume (pCI < 0.01, pHA < 0.01) and treble on the HA side
(pHA = 0.02). However, no significant deviation was obtained for the bass (pCI = 0.96,
pHA = 0.42), mids (pCI = 0.14, pHA = 0.07), or treble on the CI side (pCI = 0.23). Due to
the sample size of only n = 18 participants, the results for the Friedman test may need to
be treated with caution. Regarding the comparison of the settings between HA and CI,
there was a trend where the participants made separate settings for the devices, instead
of finding a setting in the paired mode that worked for both sides. In the total of 126 self-
fittings performed with the EQ UI (18 participants and 7 conditions), separate fitting was
performed in 119 cases. To check whether the tendency of fit was the same on both sides,
the Kendall agreement coefficient was calculated and tested for significance. The results
showed a significant correlation for the bass (τ = 0.17, p = 0.03) , mid (τ = 0.25, p < 0.01),
and treble (τ = 0.31, p < 0.01) parameters at a significance level of psig = 0.5. However, no
significant correlation was found for the volume parameter (τ = 0.07, p = 0.32).

The same aspects were also studied for the final point positions ppx and ppy of the
2D-surface UI. Figure 6 shows the individual final positions, as well as their mean and
median values. The analyses concerning the influence of the sound condition on the
final point position showed that this only had a significant influence on the amplification
ppy (pCI < 0.01, pHA < 0.01) but not on the chosen frequency range ppx (pCI = 0.65,
pHA = 0.40). For ppy and ppx, there was no significant correlation (τppy = 0.25, τppx = −0.2,
pppy = 0.25, pppx = 0.60) between the settings on the CI and HA sides.
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Figure 5. Final Positions EQ UI: Violin plot of all final positions (n = 18) for every slider of the EQ
UI in the different sound conditions: soft speech (soft sp), middle-loud speech in quiet (med sp), loud
speech in noise (loud sp), classic music (cla mus), pop music (pop mus), entrance hall (ent hall), and
beside a busy street (str). The black line shows the mean value and the black point the median value.

Figure 6. Final Positions 2D-Surface UI: Violin Plot of all final positions (n = 18) for both directions
ppx and ppy of the point in the 2D-Surface UI for all sound conditions: soft speech (soft sp), middle-
loud speech in quiet (med sp), loud speech in noise (loud sp), classic music (cla mus), pop music (pop
mus), entrance hall (ent hall), and beside a busy street (str). The black line shows the mean value and
the black point the median value.
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4.2. Behavioral Self-Fitting Patterns

Another aspect of the self-fitting was the frequency distribution of the slider or point
position in the parameter space during the self-fitting process. The key question to be
examined is whether the area around the end position of the controls was explored more
carefully than areas further away. This would mean that the participants would, after a
coarse positioning of the controls, perform a more thorough refinement of the settings
in their targeted area. For this purpose, every movement of the point or the four sliders
was constantly captured during the self-fitting process. For the EQ UI, a kernel density
estimate (KDE) was implemented for each participant over all tracked data from each
single slider. Equation (3) shows how each participant’s kernel density estimate KDEs was
normalized to 1, and then the KDEmean across all 18 participants was calculated. Figure 7
shows the resulting KDE for each slider under each condition. The vertical line marks the
averaged final position over all participants from Section 4.1; Figure 8 shows the same
for the 2D-Surface UI. In this case, the KDEmean is represented as a heatmap, in which
the brighter colors indicate more activity of the patient’s finger in that particular area.
The averaged final position from Section 4.1 is shown as a white dot.

KDEmean =
∑S=18

s=1
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Figure 7. Mean KDE for EQ: The resulting KDEmean for each slider in each condition and device.
The vertical line marks the averaged final position for all 18 participants.
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Figure 8. Mean KDE for 2D-Surface: The resulting KDEmean is represented as a heatmap, in which
the brighter the area, the more often the point was moved there. The averaged final position is shown
as a white dot.

4.3. Self-Fitting Duration

Figure 9 shows a histogram of the time required, in seconds, for all 126 self-fittings
for both UIs. Note that the adjustment was faster for the 2D-Surface UI, with an average
time of 49 s (median = 41 s, 25th quartile = 29 s, 75th quartile = 59 s), than for the EQ UI,
with an average time of 77 s (median = 66 s, 25th quartile = 39 s, 75th quartile = 96 s). A test
for equality of the two distributions using a Wilcoxon signed rank test showed that the
null hypothesis could be reject with a probability of p < 0.01, and thus the differences
between the distributions were significant. The calculation of the Pearson correlation
coefficient r yielded a value of r = 0.47 and thus, according to Cohen [23], represents a
medium-strong influence.

Figure 9. Self-Fitting Duration: Histogram of the required time in seconds for all self-fittings for the
two user interfaces.
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4.4. Satisfaction with the Self-Fitting Process

After each self-fitting, the participants had to rate their satisfaction with a score
between 1 and 5. A score of one stands for very dissatisfied, and five points means very
satisfied. With an average rating of 4.04 (median = 4, 25th quartile = 4, 75th quartile = 5)
the EQ UI performed slightly worse than the 2D-Surface UI, which had a mean score of 4.11
(median = 4, 25th quartile = 4, 75th quartile = 5). However, an evaluation with a Wilcoxon
signed rank test showed no significant difference.

4.5. Blind Preference Test

Within the blind comparison test, Figure 10 shows how often one setting was preferred
over another. All 18 participants performed a total of 15 pairwise comparisons, resulting
in a total of 270. In 55 cases, the expert fitting was chosen, in 100 cases the fitting created
with the EQ UI, and in 113 cases the fitting created with the 2D Surface UI was preferred.
From these choices, the preferred fitting shown in Figure 11 from each participant in each
of the five acoustic scenarios was determined. Overall, the participants preferred the
clinical fitting 11 times, while the self-adjusted equalizer UI fitting was selected 27 times.
The program based on the 2D-Surface UI was selected 33 times. In 19 cases, the participant
did not respond consistently within the conditions, also called a cyclic triad, and thus there
was no clear result. To assess whether the observed number of cyclic triads were statistically
significant, we compared them with a hypothetical number of cyclic triads. This number
was determined using the backward cumulative binomial probability function Fre(k, n, p),
where k is the number of cyclic triads, n is the number of repetitions, and p is the probability
of occurrence. The critical upper bound of possible cyclic triads kupper

critical is defined as

min
k

Fre(k, n, p) ≤ psig (4)

where psig = 0.05 and p = 0.25. For all decisions (n = 90), this resulted in a critical value
of kupper

critical = 29, which was not reached by the data. For each condition, there was a
critical number of kupper

critical = 8, which was also not reached in any sound environment.
The maximum allowed number of cyclic triads per participant was kupper

critical = 3. This
number was reached by participants ID12 and ID17, indicating unreliable feedback from
these two participants. The data from these two participants was therefore excluded from
further analyses. A check of the remaining data for concordance according to Kendal [24,25]
resulted in a coefficient of agreement of W = 0.089. The range of possible values for W is
from 0 (maximum disagreement, discordance) to 1 (maximum agreement, concordance).
This result was significant at the level of 0.01. The null hypothesis of no correlation in
decisions could therefore be rejected. In order to better classify the result, scaling was
carried out with the Bradley–Terry–Luce model according to Wickelmaier and Schmidt [26].
This resulted in a choice probability of p = 0.18 for the clinical setting, p = 0.37 for the
setting created with the EQ UI, and p = 0.44 for the 2D-Surface UI setting. Thus, there was
a tendency towards the 2D Surface UI setting. An even clearer result was that, in about
80% of cases, the settings from self-fitting were preferred over the clinical settings.

Figure 10. Blind preference decisions: The table shows how often one setting was preferred over
another in the blind comparison test.
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Figure 11. Blind preference test results: The table shows the participant’s preferred setting for each
condition. "undecided" means that the participant did not answer consistently, in which case, a
winner could not be determined.

4.6. Reliability of the Self-Fittings

To test the reproducibility of the self-fittings, the two sound conditions “loud speech in
noise” and “pop music” had to be repeated by the participants with both UIs. For the first
participant, ID01, the data for the retest were unfortunately not available. The evaluation of
the reliability of the self-assessment was therefore based on the 17 remaining participants.
The final positions for sp and pp can be viewed in Tables A13–A24 in Appendix B. To en-
able a comparison of the final positions, the data of each sound parameter par and each
participant p from the first test te were subtracted from the end position of the retest re,
see Equations (5) and (6). This subtraction resulted in a new range of values for the slider
positions sp and point positions pp from −2 to 2. Figure 12 shows the resulting differential
slider positions for the EQ UI and Figure 13 shows the differential point positions for the
2D-Surface UI. Table 4 shows the standard deviation and the mean value for the resulting
distributions spdi f f and ppdi f f for each parameter. Furthermore, the Kendall correlation
coefficient of the two distributions was calculated and tested for significance. The results
for the correlation of sppar,re and sppar,te and its probability pro in Table 5 show that, for
each parameter, the null hypothesis of no correlation could be rejected at a significance
level of psig = 0.01, in favor of the alternative hypothesis of an existing correlation.

Table 4. Properties of the differential distribution of the test–retest distributions.

Parameter Std Mean

ppx,di f f 0.41 −0.05
ppy,di f f 0.37 −0.03
spTreble,di f f 0.41 0.05
spMid,di f f 0.32 0.04
spBass,di f f 0.46 −0.06
spVolume,di f f 0.46 −0.06

Table 5. Comparison of the test–retest distributions.

Parameter Corr Pro

ppx,te and ppx,re 0.62 <0.01
ppy,te and ppy,re 0.59 <0.01
spTreble,te and ppTreble,re 0.52 <0.01
spMid,te and ppMid,re 0.41 <0.01
spBass,te and ppBass,re 0.31 <0.01
spVolume,te and ppVolume,re 0.31 <0.01
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Figure 12. Violin plot of the differential slider positions of the test–retest conditions for the EQ UI.
The black line shows the mean value, and the black point shows the median value.

Figure 13. Violin plot of the differential point positions of the test–retest conditions for the 2D-Surface
UI. The black line shows the mean value, and the black point shows the median value.

The average time required for the retest self-fitting (n = 38) with the EQ UI was
67 s. In the first run, the participants needed an average of 89 s with the “loud speech
in noise” and “pop music” conditions. The duration of fitting had therefore decreased.
When comparing the same data for the 2D-Surface UI, the time required had increased
slightly from 50 to 51 s. A test of the equality of the distributions using a Wilcoxon
signed rank test showed that the null hypothesis could be rejected for the EQ UI, with a
probability of p < 0.01, and thus the differences between the distributions were significant.
The calculation of the Pearson correlation coefficient resulted in a value of r = 0.46,
and thus according to Cohen [23] represents a medium-strong influence. For the 2D surface
UI, the probability within the Wilcoxon signed rank test was p = 0.65. Thus, the two
distributions did not differ significantly.

sppar,di f f (p) = spp,par,re − spp,par,te (5)

pppar,di f f (p) = ppp,par,re − ppp,par,te (6)

with:

Dp = { p ∈ Z | 1 ≤ p ≤ 18 }
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5. Discussion

Overall, the study showed that all participants were able to make adjustments to
their hearing with both of the self-fitting user interfaces. There was also no evidence of an
effect of participant age or duration of hearing aid use. During the self-fitting, as well as
afterwards, there were no indications from the participants that they had difficulties with
the fitting. This statement is supported by the data on the self-fitting behavior in Section 4.2.
Therefore, no further investigation was conducted in this regard. In the test–retest proce-
dure, the statements of Gößwein et al. [11] and Rennies et al. [17], that participants were
able to make reproducible settings with the help of the 2D-Surface UI, was confirmed.
Furthermore, a significant correlation was also observed with the help of the Equalizer UI.
It became apparent that, for both UIs, parameters were present that were significantly dif-
ferent for each of the seven acoustic environments, indicating the need for situation-specific
MAP-settings for different acoustic scenarios. Furthermore, the high dispersion of data
within a given condition indicates how individual the respective settings were. For ex-
ample, a clear pattern in the frequency adaptation of all participants within a particular
condition could not be clearly identified. This finding goes hand in hand with the data
from the study by Vroegop et al. [6] and shows how useful it is to make it possible for CI
recipients to independently perform a situation-dependent fitting.

The existing correlation between the endpoints of the CI and HA settings for the
parameters bass, mid, and treble may indicate that a homogeneous sound image was set
with the expert setting on both sides, which is coherent in itself but does not necessarily
correspond to the personal taste of the participants. This means that only an adaptation to
personal taste took place, and therefore the tendency of the settings was the same on both
sides. However, no significant correlation was present for the volume parameter. This may
be because less attention was paid to the homogeneous volume perception of both devices
when creating the expert fit. This probably resulted in an adjustment of the volume by the
participants themselves, which led to contrasting settings.

However, independently of the side, it can be noted that, during the adjustment
process, the areas with the most activity often went hand in hand with the end positions.
This leads to the conclusion that a wide range of parameters were initially checked, but that
a preferred range was quickly found, within which fine adjustments were subsequently
made. The averaged endpoints, as well as the peaks of the averaged KDE in Figures 7 and 8,
were often centrally located in the parameter space. The lowest values for the KDEmean
were frequently located in the peripheral areas of this space, but still far enough away from
the overall boundaries, which leads to the conclusion that the parameter space provided
was sufficiently large.

Rennies et al. [17] previously showed that self-fitting can be realized very quickly
by participants with the 2D Surface UI. This can be confirmed by comparing the data
in Figure 9, where it becomes apparent that an adjustment with the 2D Surface UI took
significantly less time than an adjustment with the EQ UI. This aspect of a faster adjustment
with the 2D Surface UI, while maintaining satisfaction with the self-fitting itself (see
Section 4.5), must be considered when selecting a user interface for subsequent studies
or clinical practice. This time saving can be attributed to a faster familiarization with the
2D-Surface UI but also to the fewer controls; instead of four sliders, only one point can
be moved around. The data from the reliability test support this statement of a faster
acclimatization and a lower training effect for the 2D-Surface UI. While the EQ UI had a
significantly shorter duration in the retest, the 2D Surface UI needed almost the same time as
in the first run. Another important outcome from the reliability test was that the participants
were obviously able to choose a comparable setting for the same condition in the retest.
This is consistent with Gößwein et al.’s [11] observations for the 2D-Surface UI. Saving
and recalling a self-fitting in everyday life would, therefore, probably be useful and would
minimize the time needed to achieve an optimal sound impression in recurring situations.
It is even imaginable that the individually determined settings could be automatically
recalled by the processor in similar situations, as the classifiers of modern CI-processors
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monitor the acoustic environment, meaning that the settings of the participants could be
automatically fitted to the according acoustic scene by the classifier at the time when the
fitting is performed.

The blind preference test and the responses to the question “How satisfied are you
with your self-fitting?” indicate that CI users subjectively tended to prefer the self-fitting
settings over the expert setting. However, it should be noted that, due to the wide variety
of HAs manufacturers used by the participants in their everyday life, the settings of the
private HAs were not transferred to the test devices. Within the study, the measurements
were performed with new HA settings, to which the participants were not accustomed.
The lack of a familiarization period may have had an effect on the results for the expert
setting in the blind comparison test. However, as there was no familiarization phase for
the two self-fitted conditions either, this aspect was not investigated further. It would be
important to verify in further studies whether improvements in speech understanding can
also be detected within clinical audiometric tests. According to Gößwein et al. [11] and
Vroegop et al. [6], no benefit in speech understanding is expected for unilaterally fitted
hearing-aid or CI users, but whether this also applies to bimodal users, where a matched
perception between the two devices might play a greater role, remains to be examined.
Likewise, it would be interesting to verify whether better directional hearing results from
bimodal self-fitting and the associated volume matching between the two devices. Since
the data in this study show that both UIs were suitable and delivered similarly good results,
further research is needed to find a possible “one size fits all” solution. However, such a
solution might not fully suit all patients and, during our study, it became apparent that
there were different preferences for the two UIs among our study participants. In fact, some
of them reported that they could imagine using the more time-consuming equalizer UI in
scenarios where they have more time to make a thorough adjustment, e.g., in a theater or
cinema, while the 2D- surface UI could be more favorable in a restaurant scenario, where a
one-handed quick adjustment under the table might be more discrete. Since the adjustment
time for the 2D-Surface UI is shorter, it would be interesting to know in which specific
situations these UIs would be selected by the users. The EQ UI allows a more precise
adjustment, due to the three separate frequency ranges, instead of only one tone scale.
However, the adjustment is therefore also associated with a greater time expenditure. This
and the previously mentioned points need to be investigated in a follow-up study.

6. Conclusions

In an experiment comparing two self-fitting methods with an expert fitting using A/B
comparisons, the two self fitting methods were overall preferred over the expert setting.
However, no clear favorite could be identified between the two UIs; both UIs resulted in
settings that could be considered similar in terms of spontaneous acceptance and improved
sound quality compared to the expert setting. Furthermore, both showed high reliability in
the test–retest procedure. The time required for an adjustment was significantly shorter
with the 2D-Surface UI than with the EQ UI. A closer look at the bimodal aspect showed
that participants were able to compensate for differences in loudness between the CI and
HA. Nevertheless, an existing correlation between the frequency adjustments of the two
sides and the significant deviations of the fittings between the sound scenes showed that,
not only did a compensation for differences take place, but also the sound image was
adjusted to personal taste. However, this personal taste seemed to be very individual, so
that no clear frequency pattern was observed for a given sound condition. This aspect
illustrates the great advantage of self-fitting, because it led to a higher acceptance of the
sound image in more than 80% of cases. Finally, it should be mentioned that this study was
conducted exclusively with Advanced Bionics and Phonak systems. The different signal
processing steps of other manufacturers could lead to deviating results.
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Appendix A

Overview of all final slider- and point-positions for each sound condition and partici-
pant (n = 18). “NaN” stands for measurement conditions that were not performed and are
therefore not included in the results.

Table A1. Final Positions for spBass,CI .

Soft Speech Medium
Speech Loud Speech Classic

Music Pop Music Entrance
Hall Street

ID01 0 0 0.3980 −0.5380 −0.0270 NaN NaN

ID02 −0.0330 0.2790 −0.1190 0.4650 0 0 −0.1660

ID03 0.0530 −0.0400 0.4580 −0.0130 −0.1190 −0.4580 −0.0460

ID04 0.3320 0.8160 0.4780 0.9090 0.7830 0.8030 0.8230

ID05 −0.2460 0 −0.5770 −0.4650 0.9960 −0.4050 0

ID06 0.5840 0.5710 0.2520 −0.1590 0.0930 0.2060 NaN

ID07 −0.9960 0.9960 −0.0270 −0.0800 −0.9960 −0.4510 0.0200

ID08 0.0400 0 0.0130 0.0330 0 0.3920 −0.1790

ID09 0.7570 0.4780 0.4510 0.6110 0.5840 0.5640 0.6640

ID10 −0.2120 −0.3780 0.4510 −0.1260 0.4840 −0.1990 0.4050

ID11 −0.3780 −0.5240 −0.7770 0.6700 0.4710 −0.6700 −0.0730

ID12 0.0930 −0.5110 −0.0600 −0.0330 0.0730 −0.3520 0.0660

ID13 0.6440 0.6900 0.7370 0.6300 0.2460 0.3920 0.4840

ID14 −0.2260 0.1390 −0.1530 0.2390 0.1790 −0.1860 −0.2650

ID15 0.2520 0.0270 0.1060 −0.3380 −0.4450 0.4780 NaN

ID16 −0.9960 0.4380 −0.9960 −0.2120 −0.2120 −0.1330 0.1460

ID17 −0.2060 −0.4450 −0.5310 −0.6440 −0.3520 0.2790 0.5710

ID18 0.1260 0.1860 −0.2850 0.2650 0.4650 0.4710 0.0400
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Table A2. Final Positions for spBass,HA.

Soft Speech Medium
Speech Loud Speech Classic

Music Pop Music Entrance
Hall Street

ID01 0 0 0.3580 0 0 NaN NaN

ID02 0 0 −0.1860 0.4650 0 0 −0.1660

ID03 0.0530 −0.0400 0.4580 −0.0200 0.5110 −0.4580 −0.0460

ID04 0.6500 0 0.2390 0.5710 0.5440 0.7170 0.8230

ID05 −0.5310 −0.4650 0.3780 −0.4650 −0.3980 −0.5910 0

ID06 0.0400 0.0600 0.0860 0.2120 0 0.0930 NaN

ID07 0.9490 0.1190 −0.0460 −0.0800 0.0860 −0.4510 0.0200

ID08 0 0 0 0 0 −0.4250 0

ID09 0.3380 0.0200 0.0730 0.4180 0.3850 0.1000 0.1000

ID10 −0.4050 −0.1660 0.4780 −0.1790 0.5440 −0.1990 0.7830

ID11 −0.3780 −0.5240 −0.7770 0.6700 0.4710 −0.6700 −0.0730

ID12 −0.1460 −0.0460 −0.5970 −0.2720 −0.4780 −0.0200 −0.1920

ID13 −0.0130 0 0.3190 −0.0800 0.1920 −0.2320 0.0460

ID14 −0.2260 0.1920 −0.1530 0.2390 0.1790 −0.1860 −0.2650

ID15 0.0460 0.1460 0.1790 0 −0.2460 −0.1530 NaN

ID16 −0.9960 0.2650 0.3120 0.3120 0.5180 0.4580 0.1460

ID17 0.3320 0 0.0600 0.0530 0.0200 −0.1660 0.2590

ID18 0.1260 0.1860 −0.2920 −0.0330 0.4650 0.4710 0.0400

Table A3. Final Positions for spMids,CI .

Soft Speech Medium
Speech Loud Speech Classic

Music Pop Music Entrance
Hall Street

ID01 0 0 −0.3920 0 0 NaN NaN

ID02 0 0 0 0 0 0 0

ID03 0.1000 −0.0200 0.0800 −0.0930 0 −0.0860 −0.9030

ID04 0.4450 0 0 0 0 0 0

ID05 0.1130 0 −0.2790 −0.4710 0 0 0

ID06 0.6700 0.6440 0.5770 0.4510 0.6170 0.1330 NaN

ID07 −0.1130 0.0270 −0.0730 −0.0200 −0.2790 0.9960 −0.0200

ID08 0 0 0 0 0 −0.0330 0

ID09 0.5640 0.3250 0.3320 −0.2260 0.5910 −0.0330 0.5310

ID10 0.5040 0.4650 0.4840 0.6440 0.6040 0.8300 0.4050

ID11 0.5570 0.5910 0.5970 0.6170 0.1460 −0.1000 −0.2120

ID12 0.2650 −0.0800 −0.3380 −0.4110 0.2260 0.4110 −0.0270

ID13 0.4250 0.7040 0.4780 0.5240 0.4180 0.1990 0.4780

ID14 0 0 −0.2260 0.1260 0.0730 0 −0.3520

ID15 0.1730 0.1530 0.2390 0.0800 0.2390 0.1190 NaN

ID16 0.9960 −0.3720 0.9960 0.3190 −0.1920 −0.0270 0.2190

ID17 0.0930 0 −0.2850 −0.3050 0 0.0070 −0.1660

ID18 0.0800 0.1790 −0.2590 −0.1330 −0.1130 −0.0660 0.2920
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Table A4. Final Positions for spMids,HA.

Soft Speech Medium
Speech Loud Speech Classic

Music Pop Music Entrance
Hall Street

ID01 0 0 −0.4580 0 0 NaN NaN

ID02 0 0 0 0 0 0 0

ID03 0.1000 −0.0200 0.0800 −0.0930 0 −0.0860 −0.9030

ID04 0.2320 0 0 0 0 0 0

ID05 −0.2060 0 −0.0130 −0.4710 0 −0.4380 0

ID06 0.2650 0.3250 0.3050 0.4310 0.2590 −0.0730 NaN

ID07 0.9890 0.8760 −0.1130 −0.0400 −0.1130 0.9960 −0.0200

ID08 0 −0.0130 0 0 0 0 0

ID09 0.3850 0.1390 −0.1660 −0.0660 0.4450 −0.0330 −0.0400

ID10 0.8160 0.5570 0.3920 0.3190 0.5510 0.8300 0.7170

ID11 0.5570 0.5910 0.5970 0.6170 0.1460 −0.1000 −0.2120

ID12 −0.5710 0.1000 −0.0200 0.0070 −0.4450 −0.5640 −0.4180

ID13 −0.0600 −0.0460 −0.1060 0.0070 0.0400 0.1990 0

ID14 0 0 −0.2260 0.1260 0.0730 0 −0.3520

ID15 0.1730 0.0800 0 −0.1390 0.2390 0.1190 NaN

ID16 0.9960 0.5970 0.4250 0.5840 0.3980 0.2650 0.2190

ID17 0.0270 0 −0.0400 −0.2120 0 −0.1990 −0.0930

ID18 0.0800 0.1790 −0.2390 −0.4510 −0.1130 −0.0660 0.2920

Table A5. Final Positions for spTreble,CI .

Soft Speech Medium
Speech Loud Speech Classic

Music Pop Music Entrance
Hall Street

ID01 0 0 0.1460 0 0 NaN NaN

ID02 −0.0270 −0.2190 0.1530 0.0530 0 0 −0.5840

ID03 0.4840 0.4650 −0.0860 −0.5110 −0.0200 −0.5240 −0.4510

ID04 −0.5710 −0.3190 −0.9620 −0.5110 −0.2790 −0.0660 −0.5570

ID05 −0.1920 0 −0.3850 −0.5840 0 −0.2060 0

ID06 0.5840 0.5910 0.4380 0.6300 0.6240 0.0860 NaN

ID07 −0.9760 −0.9890 −0.1330 0.0460 −0.8960 −0.9090 −0.1460

ID08 0 0 0 0 −0.0860 0.5180 −0.2260

ID09 0.3850 0.3050 0.1860 0.6300 0.3380 −0.0130 −0.2720

ID10 0.3380 0.4180 −0.4840 0.3920 −0.4840 −0.1590 −0.6300

ID11 0.6570 0.5970 0.5640 0.6840 0.7370 −0.1590 0.5310

ID12 −0.5510 −0.7300 −0.3250 −0.4980 −0.0860 0.4710 −0.5240

ID13 0.3780 0 0.6110 0.0330 −0.0330 0.4110 0.3920

ID14 0 0 −0.5040 −0.1330 −0.1130 0 0.2260

ID15 −0.2460 −0.2320 −0.2060 0.2460 0 −0.3920 NaN

ID16 0.9960 0.8160 0.7370 0.9960 0.9960 −0.8230 0.0860

ID17 0.7570 0.3850 0.5180 0.5040 0.6900 −0.3980 −0.3850

ID18 0.2260 0.1000 −0.2390 −0.1460 −0.5510 −0.0730 0.2790
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Table A6. Final Positions for spTreble,HA.

Soft Speech Medium
Speech Loud Speech Classic

Music Pop Music Entrance
Hall Street

ID01 0 0 0.2790 −0.5710 −0.2460 NaN NaN

ID02 −0.0600 0 0.1460 0.0530 0 0 −0.5840

ID03 0.4840 0.4650 −0.0860 −0.5110 −0.4910 −0.5240 −0.4510

ID04 −0.5240 0.4110 −0.4650 −0.4980 −0.7370 0.0070 −0.5570

ID05 −0.4180 0 −0.0270 −0.5840 −0.1920 −0.5180 0

ID06 0.6500 0.1130 0.5310 0.4910 0.1130 −0.0800 NaN

ID07 0.1330 0.0330 −0.1530 0.0460 0.9760 −0.9960 −0.1460

ID08 0.0130 0 0 −0.0330 0 −0.2390 0

ID09 0.1590 0.1060 −0.1000 0.1860 0.1060 −0.3120 −0.4580

ID10 0.6640 0.5910 −0.3580 0.6240 −0.7900 −0.1590 −0.7300

ID11 0.6570 0.5970 0.5640 0.6970 0.7370 −0.1590 0.5310

ID12 −0.4110 −0.4650 −0.6110 −0.1460 −0.5840 −0.6700 −0.8630

ID13 0 0.5440 −0.0270 0.6370 −0.0070 0.4110 0.3920

ID14 0 0 −0.5040 −0.1330 −0.1130 0 0.2260

ID15 0.2060 −0.1920 0.1460 0.2590 0.1390 0.1190 NaN

ID16 0.9960 −0.0600 0.9560 0.0270 0.4180 0.1060 0.0930

ID17 −0.3380 0 −0.2790 0.2320 −0.3780 −0.0400 0.1730

ID18 0.2120 0.1000 −0.2460 −0.1260 −0.5510 −0.0730 0.2790

Table A7. Final Positions for spVolume,CI .

Soft Speech Medium
Speech Loud Speech Classic

Music Pop Music Entrance
Hall Street

ID01 0.1360 0 0 0 0 NaN NaN

ID02 0.4470 0.0960 −0.6540 −0.2870 0 0.2870 0

ID03 −0.2430 −0.2790 −0.8820 −0.3630 −0.2120 v0.0440 0.3350

ID04 0.8500 0.1680 −0.0400 0.2630 0.0840 0.2310 0.4350

ID05 0.3270 −0.4390 −0.9100 −0.5830 −0.9980 −0.9980 −0.2430

ID06 0.4230 0.3870 0.8060 0.3230 0.7700 0.8820 NaN

ID07 0.9380 −0.2390 −0.9340 0.0520 −0.5870 0 0

ID08 0 0 −0.4830 0.0680 0.0800 0.2000 −0.3390

ID09 0.4230 0.1920 0.2120 0.3590 0.1320 0.3710 0.4070

ID10 −0.1840 0.1640 0.2630 0.4990 0.4110 0.4510 0.3430

ID11 0.3470 0 −0.3630 −0.2750 −0.1600 0.4670 −0.1120

ID12 0.7620 0.1880 0.4750 0.2390 0.3350 0.7540 0.9940

ID13 0.9300 0.1040 0.1240 0.2190 0.9660 −0.1560 0.9860

ID14 0.6470 0.1240 −0.4790 −0.2430 −0.0160 0.2910 0.4150

ID15 0.2000 0.1280 0.1880 0.0480 0.0920 0.3430 NaN

ID16 −0.9980 0.4110 0.6430 0.6980 0.6110 −0.6350 0.9980

ID17 0.2590 0 0.2950 0.1240 0 0.3870 0

ID18 0.3630 0 0.3470 0.5710 0 0.1640 0.2430
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Table A8. Final Positions for spVolume,HA.

Soft Speech Medium
Speech Loud Speech Classic

Music Pop Music Entrance
Hall Street

ID01 0.1200 0 0 0 0 NaN NaN

ID02 0.1200 0.0880 −0.6540 −0.2870 0 0.2870 0

ID03 0.1520 −0.1040 −0.8820 0.1560 0.2670 0.3430 0.5870

ID04 0.8180 0.1760 0.1240 0.0280 0.2350 0.2350 0.4350

ID05 0.7460 0.8220 0.3150 0.4990 0.7420 0.8260 0.6310

ID06 0.5510 −0.1440 0.1680 0.0160 0.2120 0.1440 NaN

ID07 0.9340 −0.1640 0.1080 0.0760 0.0760 0 0

ID08 0 0.0080 −0.7700 0 0 −0.0160 −0.3710

ID09 0.0960 −0.0080 −0.0840 0.0560 −0.0320 0.0680 0.1160

ID10 −0.1840 0.1640 0.1080 0.4990 0.4110 0.4510 0.3070

ID11 0.3470 0 −0.3630 −0.2750 −0.6820 0.0600 −0.5390

ID12 0.2430 −0.1400 −0.1600 −0.4190 −0.2040 0.2430 0.4030

ID13 −0.1480 −0.1800 −0.0360 −0.4430 0.0680 −0.1560 0

ID14 0.4030 0.0240 −0.4790 −0.2430 −0.2080 0.2910 0.4150

ID15 −0.1800 −0.2270 −0.2350 −0.2310 −0.0840 −0.0320 NaN

ID16 −0.9980 0.1680 0.2910 −0.0520 −0.0360 0.7340 0.9980

ID17 0.3790 0 −0.0400 0.2430 0 0.4510 0

ID18 −0.3750 −0.5870 −0.0880 −0.0880 −0.5390 0.1640 −0.2080

Table A9. Final Positions for ppX,CI .

Soft Speech Medium
Speech Loud Speech Classic

Music Pop Music Entrance
Hall Street

ID01 −0.5300 0.1880 −0.0070 −0.5680 −0.7250 NaN NaN

ID02 −0.7560 −0.2840 −0.2320 −0.5440 −0.1500 −0.4070 −0.5500

ID03 0.1230 0.7560 0.3450 0.3280 0.4960 0.2390 0.6940

ID04 −0.0410 −0.0030 −0.3930 −0.7560 −0.5850 −0.8170 −0.6970

ID05 0.5440 0 −0.1300 −0.4270 −0.3690 −0.1260 0.3010

ID06 0.7490 0.7210 0.3860 −0.0440 0.0890 0.6870 NaN

ID07 −0.7320 −0.7930 −0.8440 −0.6970 −0.7420 −0.7110 −0.8000

ID08 −0.5260 −0.1330 −0.6360 −0.4340 −0.0340 −0.1780 −0.6050

ID09 −0.4680 −0.5400 −0.6500 −0.7250 −0.6120 −0.6050 −0.6430

ID10 0.4960 −0.0030 0.1330 0.5160 0.2320 0.1440 −0.1300

ID11 −0.7380 0.4790 0.6290 −0.8140 0.6770 0.4920 0.4580

ID12 −0.8380 −0.8960 −0.7620 −0.7730 −0.9300 −0.5850 −0.8680

ID13 −0.9710 −0.9570 −0.7250 −0.8750 −0.9710 −0.8920 −0.7970

ID14 −0.0550 −0.0030 −0.0650 0.3350 0 0.1230 0.1330

ID15 0.6020 0.1330 0.1470 0.5300 0.4920 −0.5300 −0.4510

ID16 0.7320 −0.4620 −0.8960 0.2430 0.7490 0.0510 0.5400

ID17 −0.7150 −0.6530 −0.8240 −0.5780 −0.3930 0.4410 −0.7900

ID18 0.6970 −0.1470 −0.4820 0.5910 −0.1500 0.0030 −0.0750
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Table A10. Final Positions for ppX,HA.

Soft Speech Medium
Speech Loud Speech Classic

Music Pop Music Entrance
Hall Street

ID01 0 0 −0.3420 0.1850 0 NaN NaN

ID02 −0.7560 −0.2840 −0.2320 −0.5440 −0.1500 −0.4070 −0.5500

ID03 −0.3420 0.7760 −0.0030 −0.3320 −0.1130 −0.0210 0.0680

ID04 −0.0410 −0.0030 0.3930 −0.4650 −0.5850 −0.8170 −0.6970

ID05 −0.3380 −0.0440 −0.4820 −0.2360 −0.1680 −0.6840 −0.4620

ID06 −0.7040 −0.4310 −0.6360 −0.0100 −0.3620 −0.6840 NaN

ID07 −0.7320 −0.7930 −0.8440 −0.6970 −0.7930 −0.7110 −0.8000

ID08 0.6740 0.1440 0.6800 0.5910 0 0.1950 0.5880

ID09 0.2740 0.0890 0.2460 0.0990 −0.2360 0.5540 0.5470

ID10 −0.1400 −0.0850 0.1850 0.2700 −0.1030 0.0480 0.1260

ID11 0.7590 0.5090 0.6120 0.7590 0.6800 0.4920 0.4580

ID12 −0.5440 −0.7150 −0.2260 −0.3320 −0.4550 −0.6870 −0.3830

ID13 −0.1950 −0.1570 −0.0510 −0.3760 −0.4650 −0.3250 −0.1470

ID14 −0.0550 −0.0030 −0.0650 0.0310 0 0.1230 0.1330

ID15 −0.1370 −0.4720 −0.2500 0 −0.2800 0.0480 0.0440

ID16 0.9980 0.8140 0.8510 0.9260 0.1300 0.8270 0.5400

ID17 0.7900 0.7110 0.8170 0.6290 0.3380 −0.6020 0.8140

ID18 0.0030 0.1950 −0.8100 −0.5200 −0.3730 0.0030 −0.0750

Table A11. Final Positions for ppY,CI .

Soft Speech Medium
Speech Loud Speech Classic

Music Pop Music Entrance
Hall Street

ID01 0.5400 −0.1090 0.6690 0.5570 0.7850 NaN NaN

ID02 0.5070 0.0300 −0.3610 0.0430 0.0930 0.1030 −0.2320

ID03 0.2750 −0.1560 −0.8550 −0.4840 −0.3010 0.2620 0.7390

ID04 0.7880 −0.2550 −0.7120 0.1420 −0.2980 0.7820 −0.4240

ID05 0.7820 0 0.8350 −0.4870 0.7650 0.7220 0.1820

ID06 −0.1690 0.7060 0.1860 0.2190 0.2120 0.7520 NaN

ID07 −0.3180 −0.0170 −0.0990 −0.1460 −0.0270 −0.0530 0.4080

ID08 −0.5040 −0.0600 −0.7420 0.2290 −0.0660 0.0130 −0.4740

ID09 0.3110 0.1160 0.0960 0.2580 0.2250 0.4770 0.4670

ID10 0.9240 0.5100 0.4140 0.7350 0.5500 0.6160 0.6060

ID11 0.8080 −0.3050 −0.5430 0.5100 −0.0660 −0.1820 0.1990

ID12 0.8910 0.6730 0.2720 0.5140 0.5430 0.8550 0.8480

ID13 0.8950 0.9310 0.7350 0.8280 0.8610 0.8420 0.8280

ID14 0.2650 0.1360 −0.1860 0.2020 0 0.2820 0

ID15 −0.2950 −0.1620 −0.0100 −0.2420 −0.2480 0.3880 −0.2980

ID16 0.0700 0.7320 0.9310 0.8880 −0.0170 0.8320 0.1560

ID17 0.5500 0.3110 −0.1230 0.5300 0.4310 0.0500 0.7450

ID18 0.0130 −0.3310 −0.3150 −0.0630 0.2820 0.1860 0.1860
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Table A12. Final Positions for ppY,HA.

Soft Speech Medium
Speech Loud Speech Classic

Music Pop Music Entrance
Hall Street

ID01 0 0 −0.4770 −0.2620 0 NaN NaN

ID02 0.5070 0.0300 −0.3610 0.0430 0.0930 0.1030 −0.2320

ID03 0.4970 0.6890 −0.0360 −0.3410 0.0560 0.6130 0.6660

ID04 0.7880 −0.2550 0.6290 −0.4740 −0.2980 0.7820 −0.4240

ID05 −0.3480 −0.5230 −0.5900 0.5730 −0.6160 −0.7350 −0.4240

ID06 0.6000 0.6330 0.0300 0.1720 0.1760 −0.0300 NaN

ID07 0.3740 −0.0170 −0.0990 −0.1460 −0.0270 −0.0530 0.4080

ID08 −0.5370 −0.1390 −0.6820 0.2290 0 0.1060 −0.4340

ID09 0.0860 0.0270 −0.2090 0.0430 0.0270 −0.0560 −0.3410

ID10 0.8650 0.7020 0.4510 0.5140 0.1660 0.2950 0.4110

ID11 0.7750 0.0500 −0.2580 0.1720 0.2780 −0.1820 0.1990

ID12 0.0530 0.0890 −0.1790 −0.5470 −0.3740 −0.3710 0.2150

ID13 −0.0990 −0.1460 0.0270 −0.3350 −0.0830 −0.0860 0.2720

ID14 0.2580 0.1360 −0.1860 −0.0460 0 0.2820 0

ID15 0.0730 −0.4670 0.1560 0 −0.0760 0.0500 0.0530

ID16 0.8810 0.8120 0.9970 −0.0330 0.4240 0.7690 0.1560

ID17 −0.0500 −0.2820 −0.6200 −0.0990 −0.2820 0.7650 0.0930

ID18 −0.3310 −0.3540 −0.6290 −0.2750 −0.2580 0.1860 0.1860

Appendix B

Overview of all final slider and point positions for each participant (n = 18) and the retest
sound conditions: “loud speech in noise” and “pop music”. “NaN” stands for measurement
conditions that were not performed and were therefore not included in the results.

Table A13. Final Positions for spBass,CI .

Loud Speech Pop Music

ID01 NaN NaN

ID02 −0.3850 0

ID03 −0.3920 −0.3580

ID04 0.7830 0.7570

ID05 −0.4450 0.1390

ID06 −0.0800 0.0070

ID07 0.7960 0.2790

ID08 0 0.0070

ID09 0.4580 0.4250

ID10 0.1530 0.5310

ID11 −0.4310 0.1190

ID12 −0.2260 −0.2520

ID13 0.7960 0.7230

ID14 0 0.1590

ID15 0.3050 −0.3190

ID16 0.2650 0.2650

ID17 0.7170 0.5310

ID18 −0.1390 0.0070
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Table A14. Final Positions for spBass,HA.

Loud Speech Pop Music

ID01 NaN NaN

ID02 0.4450 0

ID03 −0.3920 −0.2120

ID04 0.7830 0.3920

ID05 −0.7170 0

ID06 0.3320 −0.3050

ID07 0.7960 0.3320

ID08 0 −0.2460

ID09 0 0.1990

ID10 0.1790 0.7830

ID11 −0.4310 0.1190

ID12 −0.7960 −0.4450

ID13 0.3050 0.1000

ID14 0 0.1590

ID15 −0.1660 0.2520

ID16 0.2650 0.2650

ID17 −0.3580 0.2120

ID18 −0.1390 0.0070

Table A15. Final Positions for spMids,CI .

Loud Speech Pop Music

ID01 NaN NaN

ID02 0 0

ID03 −0.2060 0

ID04 0.3520 0

ID05 0 0

ID06 0.2120 0.0660

ID07 −0.5910 −0.2260

ID08 0 0

ID09 0.3380 0.3720

ID10 0.1260 0.1000

ID11 0.1130 0.3520

ID12 −0.3980 0.0330

ID13 0.8230 0.1190

ID14 0 0

ID15 0.1190 0.1530

ID16 0.0800 0.5380

ID17 −0.2990 −0.3450

ID18 −0.2320 −0.0270
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Table A16. Final Positions for spMids,HA.

Loud Speech Pop Music

ID01 NaN NaN

ID02 0 0

ID03 −0.2060 0

ID04 0.3520 0

ID05 −0.2390 0

ID06 0.6240 0.5110

ID07 −0.5910 −0.2320

ID08 0 0

ID09 0 0.0600

ID10 0.4840 −0.1660

ID11 0.1130 0.3520

ID12 −0.7630 −0.2720

ID13 0.5770 0.6370

ID14 0 0

ID15 0.1190 0.1530

ID16 0.0800 0.5380

ID17 0 −0.1660

ID18 −0.2990 −0.0270

Table A17. Final Positions for spTreble,CI .

Loud Speech Pop Music

ID01 NaN NaN

ID02 0 0

ID03 −0.2720 −0.5380

ID04 −0.4110 −0.5640

ID05 0 −0.5840

ID06 0.5110 0.5970

ID07 −0.6640 −0.3380

ID08 −0.1060 0

ID09 −0.1590 −0.2060

ID10 −0.3650 −0.0730

ID11 0.6770 0.5180

ID12 −0.2060 −0.0070

ID13 0.6240 0.2920

ID14 0 0

ID15 −0.2390 −0.2720

ID16 0.3320 0.4580

ID17 −0.5040 −0.1590

ID18 −0.3120 −0.0860
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Table A18. Final Positions for spTreble,HA.

Loud Speech Pop Music

ID01 NaN NaN

ID02 0.4110 0

ID03 −0.2720 0.1260

ID04 −0.4840 0

ID05 0 0

ID06 −0.1390 0.5710

ID07 −0.6640 −0.3380

ID08 0.0070 −0.0130

ID09 −0.2520 −0.3920

ID10 −0.6170 −0.4310

ID11 0.6770 0.4710

ID12 −0.6640 −0.6700

ID13 0.6240 −0.2060

ID14 0 0

ID15 −0.0730 0.2260

ID16 0.3320 0.4580

ID17 −0.5970 0.3190

ID18 −0.5180 −0.0860

Table A19. Final Positions for spVolume,CI .

Loud Speech Pop Music

ID01 NaN NaN

ID02 −0.3190 0.2830

ID03 −0.6860 −0.2550

ID04 −0.2990 0.5230

ID05 0.8820 0.8740

ID06 0.6620 0.4510

ID07 0 −0.1720

ID08 0.0640 0

ID09 0.2950 0.3350

ID10 0.2080 0

ID11 0.0960 0.0240

ID12 0.2230 0.2910

ID13 −0.2270 0.6390

ID14 0 0.0120

ID15 0.1160 0.2670

ID16 0.4710 0.4910

ID17 0 0

ID18 0.1920 0.1840
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Table A20. Final Positions for spVolume,HA.

Loud Speech Pop Music

ID01 NaN NaN

ID02 −0.3190 −0.0200

ID03 −0.2630 0.1280

ID04 0.1040 0.2910

ID05 −0.9900 0

ID06 −0.3990 −0.1760

ID07 0 −0.1720

ID08 −0.2310 −0.0280

ID09 −0.0200 0

ID10 0.2510 0.2000

ID11 −0.4350 −0.4790

ID12 −0.2230 −0.1280

ID13 −0.8500 −0.0600

ID14 0 0.0120

ID15 −0.2310 −0.2590

ID16 0.4710 0.4910

ID17 0 0

ID18 −0.4510 −0.1800

Table A21. Final Positions for ppX,CI .

Loud Speech Pop Music

ID01 NaN NaN

ID02 −0.3660 −0.5230

ID03 0.3110 0.0510

ID04 −0.6430 −0.2770

ID05 −0.0680 0.0750

ID06 0.7450 0.7790

ID07 −0.1300 −0.8100

ID08 0.0340 −0.0890

ID09 −0.4960 −0.5440

ID10 −0.4790 0.0850

ID11 0.4100 0.3380

ID12 −0.7010 −0.5640

ID13 −0.4990 −0.7350

ID14 −0.1260 0.1950

ID15 0.1710 −0.4480

ID16 0.8440 0.3860

ID17 −0.7180 −0.7250

ID18 −0.4170 0.0340
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Table A22. Final Positions for ppX,HA.

Loud Speech Pop Music

ID01 NaN NaN

ID02 −0.3660 −0.5230

ID03 0.1060 −0.1060

ID04 −0.6430 −0.2770

ID05 −0.4480 −0.4620

ID06 −0.7250 −0.6940

ID07 −0.1300 −0.8100

ID08 0.3250 0.1400

ID09 0.2190 0.3620

ID10 −0.2360 0.0480

ID11 0.3930 0.3760

ID12 −0.5950 −0.4620

ID13 −0.1640 −0.2190

ID14 −0.1260 0.1950

ID15 v0.4240 −0.1200

ID16 0.8440 0.5330

ID17 0.7660 0.7150

ID18 −0.4170 0.0340

Table A23. Final Positions for ppY,CI .

Loud Speech Pop Music

ID01 NaN NaN

ID02 0.1390 0.1950

ID03 −0.9110 −0.2350

ID04 −0.7390 0.0930

ID05 0.8280 0.5800

ID06 0.0560 0.7390

ID07 −0.3740 0.1290

ID08 0.0300 −0.0730

ID09 0.4010 0.5700

ID10 0.5100 0.2090

ID11 −0.1130 0.6000

ID12 0.2680 0.3680

ID13 0.3310 0.7290

ID14 −0.0070 0.0100

ID15 −0.4770 0.3350

ID16 0.7750 0.6390

ID17 −0.0700 0.6200

ID18 −0.3150 −0.1420
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Table A24. Final Positions for ppY,HA.

Loud Speech Pop Music

ID01 NaN NaN

ID02 0.1390 0.1950

ID03 −0.8120 −0.0660

ID04 −0.7390 0.0930

ID05 −0.6760 −0.4110

ID06 0.3350 0.1920

ID07 −0.3740 0.1290

ID08 0.0300 −0.0630

ID09 0.0430 0.0430

ID10 0.3010 0.3180

ID11 −0.5860 0.1590

ID12 −0.2150 −0.1520

ID13 −0.0360 0.1230

ID14 −0.0070 0.0100

ID15 −0.1290 −0.0270

ID16 0.4570 0.3110

ID17 −0.3640 −0.1660

ID18 −0.3150 −0.1420
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