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Abstract: Ambiguous software requirements are a significant contributor to software project failure.
Ambiguity in software requirements is characterized by the presence of multiple possible interpreta-
tions. As requirements documents often rely on natural language, ambiguity is a frequent challenge
in industrial software construction, with the potential to result in software that fails to meet customer
needs and generates issues for developers. Ambiguities arise from grammatical errors, inappropriate
language use, multiple meanings, or a lack of detail. Previous studies have suggested the use of
supervised machine learning for ambiguity detection, but limitations in addressing all ambiguity
types and a lack of accuracy remain. In this paper, we introduce the fault-prone software requirements
specification detection model (FPDM), which involves the ambiguity classification model (ACM). The
ACM model identifies and selects the optimal algorithm to classify ambiguity in software require-
ments by employing the deep learning technique, while the FPDM model utilizes Boosting ensemble
learning algorithms to detect fault-prone software requirements specifications. The ACM model
achieved an accuracy of 0.9907, while the FPDM model achieved an accuracy of 0.9750. To validate
the results, a case study was conducted to detect fault-prone software requirements specifications for
30 edge/cloud applications, as edge/cloud-based applications are becoming crucial and significant
in the current digital world.

Keywords: requirement engineering; software requirements specification; natural language process-
ing; ambiguity; fault-prone detection; boosting and edge/cloud applications

1. Introduction

Cloud computing has experienced a surge in popularity in recent years as an increas-
ingly preferred option for deploying software systems [1]. However, to ensure that these
software systems meet the requirements, a clear and well-defined software requirements
specification (SRS) that outlines the functional and non-functional requirements of the
system is required. In recent years, software developers and requirement engineers have
faced challenges of low efficiency and poor performance in IT projects due to poorly written
requirements, resulting in 82% of reworked applications being attributed to requirement
errors. Consequently, companies will allocate more than 41.5% of their new project devel-
opment resources towards addressing superfluous or poorly described requirements [2].
Around 87.7% of software requirements documentation is created using natural language,
which results in ambiguity and leads to different interpretations, causing rework, higher
maintenance expenses, and delays in software projects [3]. Due to the inherent nature of
NL and the involvement of multiple stakeholders, requirements are prone to redundancy,
inconsistency, and ambiguity, often referred to as software faults [4]. Addressing ambiguity
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in software requirements helps developers understand and interpret the desired functional-
ity clearly, which reduces misunderstandings and errors during development. Researchers
frequently highlight the existence of different types of linguistic ambiguity, such as lexical,
syntactic, semantic, syntax, and pragmatic. However, the existing proposed techniques fail
to sufficiently tackle all forms of linguistic ambiguity, resulting in inadequate accuracy in
detecting specific types of ambiguity.

Previous studies have introduced different approaches for detecting linguistic ambi-
guity in software requirements. The ambiguity detector works as an algorithm to classify
ambiguities but is limited to lexical, syntactic, or syntax ambiguity [5], while Sabriye and
Zainon [6] also implemented the same ambiguity detector but only for syntactic and syntax
ambiguity in SRS documents. Hence, Rani and Aggarwal [7] improved this approach
by adding referential ambiguity detection and lexical, syntactic, syntax, and pragmatic
ambiguity detection, but their approach did not cover semantic ambiguity. Bajwa et al. [8]
proposed NL2OCL, which translates natural language software constraints into formal
constraints. Ferrari et al. [9] proposed a natural language processing approach based on
Wikipedia crawling and word embedding to detect domain-specific ambiguities. Osman
and Zaharin [10] proposed Ambi-Detect, which detects ambiguity in Malay SRS documents
using Random Forest to classify the ambiguous and unambiguous software requirements;
however, Malay SRS is only a small dataset. The ChatGPT system, which was developed by
OpenAI and utilizes the GPT-4 architecture, is capable of identifying ambiguous software
requirements. However, ChatGPT does not take into account other essential components
of the SRS, such as the title, description, and intended users.

In this paper, we focus on detecting whether the SRS is prone to fault or a clean SRS by
proposing the fault-prone SRS detection model that involves the ambiguity classification
model. The ambiguity classification model classifies software requirements based on five
major linguistic ambiguities (lexical, syntactic, semantic, syntax, and pragmatic ambiguity)
using deep learning techniques. Hence, the fault-prone software requirements specification
model exploited the boosting algorithms, which are Adaptive Boosting, Gradient Boosting,
and Extreme Gradient Boosting, to improve the model’s accuracy to detect the fault-prone
SRS based on the titles, descriptions, presence of users, and classified ambiguous software
requirements of the SRS. The dataset highlighted the edge/cloud application SRS and
covered a wide range of topics to assure the model was trained adequately. Hence, to aid
the detection of fault-prone SRS, we propose the fault-prone severity scale in our case study,
which is derived from key components of the SRS, including the title, description, intended
users, and software requirements. The scale categorizes ambiguity as low, moderate, or
high, based on a calculated score. The research instrument used is quantitative research
by carrying out quasi experimental research by labeling the data based on the type of
ambiguity or clean requirements. The contributions of this paper are as follows:

• Development of a fault-prone software requirements specification detection model
to ensure high accuracy in detecting the fault-prone SRS by utilizing the ambiguity
classification model on ambiguous software requirements, title, description, and
intended users of the SRS.

• Analysis of the fault-prone SRS of edge/cloud applications to reduce and identify po-
tential issues early in the development process, allowing developers to make necessary
changes and adjustments to ensure the application meets the needs of its users.

The remainder of the paper is structured as follows: Section 2 outlines the research
background; Section 3 gives an overview of related topics; Section 4 presents the proposed
models to detect the ambiguity of software requirements in SRS; Section 5 illustrates the
case study in this research; and Section 6 discloses the conclusion and future plans of
this research.
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2. Research Background
2.1. Software Requirements Specification

A software requirements specification is a document that outlines the functional re-
quirements (FR), non-functional requirements (NFR), and constraints for a software system.
FR describes the system’s functionality, while NFR describes the system’s properties and
constraints [11]. The creation of SRS documents during the early stages of software devel-
opment serves as a key reference for all stakeholders involved in the project, including
developers, testers, and project managers. Wrong or missing requirements lead to wrong or
incomplete products, regardless of how good the subsequent phases are [12]. According to
a study by James Martin, 50% of all requirement defects stem from poorly written, unclear,
ambiguous, or inaccurate requirements, while the other 50% are caused by inadequate
specifications, such as incomplete or missing requirements. However, despite these statis-
tics, a staggering 70% of organizations fail to take practical measures to enhance their
requirements’ quality [2]. (Figure 1)
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2.2. Fault-Prone Software Requirements Specification

A fault is an unappealing or undesirable aspect, especially in a piece of work. Software
faults are errors, flaws, or the failure of computer programs. In requirement engineering,
a fault is a manifestation of missing, incorrect, or ambiguous information [13]. Fault-
prone in requirement engineering indicates the extent to which a requirement is prone to
faults, thereby causing software failure. Fault-prone SRS can have a significant impact
on software project construction that can extend to subsequent phases of the requirement
engineering process. Conversely, a clean SRS means that most of the requirements are reliable
and understood by stakeholders, project teams, developers, and users. Other than considering
software requirements in detecting fault-prone SRS, considering the title, description, and
intended users is essential, as these factors provide vital information about the software system.

According to the IEEE Standard for Software Requirements Specifications [14], the
title and description of an SRS should provide a clear and concise overview of the software
system and its main functionalities. Studies show that the quality of SRS documents,
including the title and description, significantly impacts the fault-proneness of the software
system [15]. If the title and description suggest the system has a high degree of complexity
or involves multiple subsystems, this may indicate that the system is more prone to faults
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and requires thorough testing. Conversely, if the title and description are clear and concise
and the system is relatively simple, this may indicate that the system is less prone to
faults and may require less testing. The standard also recommends that the SRS include
information on the intended users and the expected behavior of the system. A study by
Aggarwal et al. [16] found that the intended user plays a crucial role in determining the quality
of the software system. Table 1 depicts the factors contributing to the fault-prone SRS.

Table 1. Other factors contribute to fault-prone SRS other than software requirements.

Factor Title Description Intended Users Explanation

Title ProDash

ProDash is a software application
that helps project managers track
and manage projects. The system
will provide a centralized platform
for project managers to monitor
project progress, assign tasks, and
collaborate with team members. The
dashboard will display real-time
project data and analytics, allowing
managers to make informed
decisions about project timelines and
resource allocation.

• Project managers
• Team leaders

Executives The system will be
particularly useful for teams
working on complex projects
with multiple stakeholders
and dependencies.

A vague or confusing title leads
to miscommunication and
misunderstandings among
stakeholders. The title of a
project is an essential
component of its overall
description and should be clear
and concise. The project title
should accurately reflect the
purpose of the project and
provide a clear indication of
what the project aims to
accomplish. Having a clear title
helps people who are involved
understand the project’s
purpose and focus.

Description Virtual Event
Management System

A software application designed to
help businesses and individuals
plan, organize, and manage events
of all types and sizes. The system
provides a range of tools for creating
and managing events, including
event scheduling, budget
management, vendor and attendee
management, and task tracking. The
system enables event planners to
create and manage event calendars.
The system is intended to streamline
the event planning process and
provide real-time analytics and
reporting.

• Event planners
• Marketing

professionals
• Businesses looking to

host virtual events.

The system is particularly
useful for those who want to
engage with a large audience
remotely, such as in-person
event organizers who want to
transition to virtual events
due to COVID-19.

The system serves different
purposes and is designed for
different types of events. Based
on the title, we expect it to be
specifically designed to help
organizations host and manage
virtual events, providing
features such as online
registration, virtual venue
setup, and live streaming
capabilities. Plus, there is an
emphasis due to COVID-19.

Intended Users Veritas Student Portal

Veritas Student Portal is a web-based
platform that serves as the primary
online resource for students, faculty,
staff, and prospective students. The
website provides a range of
information and services, including
course catalogs, event calendars,
news and announcements, academic
and financial aid resources, and
access to online learning platforms.

• Students
• Faculty and Staff
• Prospective Students
• Alumni
• Public

Intended users for the Veritas
Student Portal suddenly
expanded to include alumni
and the public, it would be
important to update the SRS
accordingly. This is because the
needs and requirements of
alumni and the public may
differ significantly from those
of students, faculty, and staff.
The clear presence of users in
the SRS is important because it
helps software developers and
stakeholders to understand the
specific needs and requirements
of each user group.

2.3. Ambiguity in Software Requirements Specification

Ambiguity is a common problem in natural language that arises due to a variety of
factors, such as grammatical errors, word choice, a lack of detail, and multiple meanings.
This study is primarily focused on language ambiguity within the context of software
requirements engineering. Understanding the various types of ambiguity that arise in the
SRS is crucial to minimizing errors and improving the overall quality of the SRS. A study
conducted by Sandhu and Sikka identified five different types of natural language SRS
ambiguity. These include lexical ambiguity, syntactic or structural ambiguity, semantic
or scope ambiguity, pragmatic ambiguity, and syntax ambiguity. Understanding these
different types of ambiguity is essential to effectively communicating requirements and
ensuring that the SRS is free from ambiguity, thereby reducing the potential for errors and
misunderstandings [6]. Table 2 shows examples of ambiguous software requirements that
lead to incorrect development.
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Table 2. Examples of ambiguous software requirements that lead to incorrect development.

Ambiguous
Software

Requirement

Detected
Ambiguity

Program Code/
User Interface Explanation Recommended Software

Requirement

The system shall be
able to easily
navigate to the main
features of the app.

Syntactic

Based on ambiguous software requirement:
class ClickCounter:
# Example usage:
counter = ClickCounter()
button1 = Button(text=“Feature 1”,
command=lambda: counter.count_click())

Based on clear software requirement:
class ClickCounter:
def __init__(self):
self.clicks = 0
def count_click(self):
self.clicks += 1
if self.clicks > 3:
raise ValueError(“Exceeded maximum number of
clicks”)
# Example usage:
counter = ClickCounter()
button1 = Button(text=“Feature 1”,
command=lambda: counter.count_click())

The ambiguous software
requirement lacks specific
details about how navigation
should be achieved and does
not provide any information
about the number of taps or
clicks required to reach the
main features, or the specific
navigation methods to be
used. People may interpret
this to mean that navigation
should be achieved through
gestures, voice commands, or
other methods. Additionally,
it does not provide any
specific criteria for what
constitutes “easy” navigation.
This lack of clarity can result
in different interpretations
and expectations for the final
product.

The system shall be able
to easily navigate to the
main features of the app
using not more than three
taps or clicks.

The system shall
display the company
crane logo on the
home page.

Lexical
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2.4. Fault-Prone Severity Scale

The proposed fault-prone severity scale aids in the detection of fault-prone SRS. The
scale is based on a calculated weighted score derived from key components of the SRS
document, including the title, description, intended users, and software requirements. The
purpose of this scale is to identify and categorize the level of ambiguity present in the
SRS document, with the goal of improving the reliability of the software system being
developed. Each component is evaluated and assigned a score based on the level of
ambiguity present. For instance, the title and description are evaluated based on the level
of detail provided and the clarity of the language used. The intended user component is
evaluated based on the presence and specificity of the user information provided, while
the software requirements are evaluated based on the presence of ambiguous words in the
software requirements. This scale categorizes the level of ambiguity present as either low,
moderate, or high, with high levels of ambiguity indicating a higher likelihood of faults
and errors in the software system being developed. A detailed discussion regarding the
proposed fault-prone severity scale is presented in Section 5.
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3. Related Studies

Nigam et al. [5] proposed an ambiguity detector tool for assessing requirements speci-
fications by identifying lexical, syntactic, and semantic ambiguities in the requirements.
The input of the ambiguity detector is requirements specifications and the corpus. Then, the
requirements are processed with a Stanford POS tagger and an algorithm is implemented
for detecting each ambiguous sentence. Four SRS documents with different numbers of
lines were evaluated to determine the existence of ambiguities in each document. The per-
centages of the detected ambiguities are shown for each ambiguity. Sabriye and Zainon [6]
also implemented the same ambiguity detector for syntactic and syntax ambiguity in SRS
documents. The researchers developed a prototype tool to evaluate the proposed approach.
However, the study extracts a very limited dataset for the development of the tool, and
only displays the detected ambiguity without saving the changes made on the detected
ambiguity. Rani and Aggarwal [7] improved this approach by adding referential ambiguity
detection. Thus, the researchers tend to present lexical, syntactic, syntax, and pragmatic
ambiguity detection in their work; however, only seven requirements were evaluated as
a dataset. Nonetheless, all these studies do not perform any performance evaluation for
the proposed approach to identify the accuracy of the performed algorithm in detecting
ambiguities.

In 2017, Ferrari et al. [9] proposed a natural language processing (NLP) approach to
detect domain-specific ambiguities in computer science terminology. The method involves
crawling Wikipedia to extract both computer science (CS) and domain-specific documents
and pre-process them. Next, the most frequently occurring nouns in CS documents are
ranked, and a modified form of each noun is injected into domain-specific documents. The
word2vec method is used to train word embeddings on a corpus of CS and domain-specific
documents. Finally, the similarity of embeddings for CS nouns and the modified variants
in domain papers is compared, which estimates the variance in meaning of CS nouns when
used in different domains. This approach focuses solely on nouns and shows promising
results in preliminary studies on five domains. Further validation of this method is needed
to avoid misunderstandings when modifying documents and engaging with specialists in
relevant disciplines.

Bäumer and Geierhos [17] described a method for constructing a software system
that integrates existing expert tools and controls them using automated compensation
algorithms to help end-users create unambiguous and complete requirements specifications.
The complete text analysis pipeline is built ad hoc and, hence, is adapted to the specific
conditions of a requirements description based on ambiguity indicators. The purpose
of this method is to detect ambiguity and incompleteness in natural language software
requirements and automatically correct them. This approach not only covers pragmatic
ambiguity but also incompleteness, lexical, and syntactic ambiguities. The evaluation
result of the indicator quality for incompleteness is 0.73 for accuracy, 0.70 for recall, 0.83 for
precision, and 0.72 for F-Score. For referential ambiguity, it scored 0.82 for accuracy, 0.710
for recall, 0.93 for precision, and 0.75 for F-Score. For syntactic ambiguity, it scored 0.80 for
accuracy, 0.71 for recall, 0.87 for precision, and 0.74 for F-Score. However, the pragmatic
ambiguity covered in this approach is limited to referential ambiguity.

Osama and Aref [18] proposed DARA, a method for detecting and resolving ambiguity
in SRS. The lexical, referential, coordination, scope, and vague domains are the focus of
the tool. DARA also used the provided approach by Ayan et al., 2012 [5] in the ambiguity
detection design. As a result, the authors highlighted the indicators for detecting each
ambiguity handled using a rule-based approach. A total of 36 sets with a different number
of requirements in various SRS domains were gathered from various sources. DARA
examines the number of detected sentences, number of resolved sentences, and time spent
for each SRS that undergoes ambiguity detection in addition to calculating the percentages
for each ambiguity found as indicators. The results of utilizing DARA on these 36 case
studies reveal that potential ambiguities occur frequently, accounting for almost 60% of the
total number of requirements sentences (lexical ambiguity 37%, referential ambiguity 9%,
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coordination ambiguity 13%, scope ambiguity 25%, and vague 16%). DARA resolves 67%
of ambiguity in the total number of required sentences. However, the performance of the
proposed approach was not evaluated.

Osman and Zaharin [10] proposed an automated approach, Ambi-Detect, for detecting
ambiguities in Malay SRS documents, which consist of 180 manually labeled requirements,
and used supervised machine learning methods, such as Random Forest, to classify the
ambiguous and unambiguous software requirements. The classification result achieved
an accuracy score of 89.67%, precision score of 0.90, recall score of 0.88, and F-Measure
of 0.89, which is reasonably acceptable and may improve the productivity of formulating
SRS. The proposed automated approach is a valuable tool for improving the quality of SRS
documents and reducing the potential for misunderstandings and errors in Malay SRS.
Nevertheless, this study uses a small dataset that affects the accuracy of the performance,
thus making the classification arguable. Hence, the researchers have not stated which
classification of ambiguity is covered in the research. However, further research is needed
to evaluate the approach on a larger dataset.

4. Proposed Fault-Prone Software Requirements Specification Detection Model

The study aims to detect fault prone software requirements specifications (SRS) due
to the ambiguous requirements based on classified language ambiguity, the clarity of the
title, description, and the presence of intended users. The development of the fault-prone
software requirements specification detection model (FPDM) comprises the ambiguity
classification model, as depicted in Figure 2. We used Python as the main language to
develop the predictive model. Our machine for model development was a Vivo book Asus
Laptop with a 3.20 GHz AMD Ryzen and 16 GB RAM from Pro System Machine Sdn. Bhd.
Kuala Lumpur, Malaysia. The operating system used was Windows 11 with 21H2 version,
which ran on 5800H with Radeon Graphics. The model covered five types of linguistic
ambiguity: lexical ambiguity, syntactic ambiguity, semantic ambiguity, syntax ambiguity,
and pragmatic ambiguity.

4.1. Ambiguous Classification Model
4.1.1. Phase 1: Data Collection

The first phase in constructing ACM is data collection. This dataset covers a wide
spectrum of topics to ensure the model is trained thoroughly. The process involves extract-
ing the requirements (including functional requirements and non-functional requirements).
This is a self-collected dataset on online search engine sources, and we managed to collect
100 sets of SRS. One of the sources of the collected SRS is from the existing research by
Osama and Aref [18] that presents 36 SRS. The collected requirements are then stored in
csv format.

4.1.2. Phase 2: Data Processing

After collecting the data, we cleaned the data by applying Python code to remove
stop words, non-alphanumeric characters, duplicated requirements, and word stemming,
and transformed each word to lowercase. Data cleaning is crucial to ensuring that the
requirements are readable and easy to process. We have 7061 software requirements based
on 100 SRS (Figure 3).

• Sentence splitter: The sentence splitter function isolates each sentence from the input
text and turns the sentence into individual sentences.

• Tokenizer: The tokenizer function takes each sentence as input and breaks the sentence
down into tokens, such as words, numbers, and punctuation.

• NLTK Part of speech Tagging (POS tagger): The parts of speech (POS) tagger function
is the process of marking up words in text format for a specific segment of a speech
depending on the definition and context.

• Syntactic parser: The syntactic parser function converts sequences of words into
structures that reveal how the parts of a sentence are interconnected.
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4.1.3. Data Labelling

The next process involves data labeling, which aims to categorize the gathered require-
ments into six groups, namely lexical ambiguity, syntactic ambiguity, semantic ambiguity,
syntax ambiguity, pragmatic ambiguity, and clean. To expedite this process and elimi-
nate the need for human labeling, Python scripts were developed utilizing algorithms to
identify and differentiate between the various types of ambiguities. The POS tagger was
employed to assign grammatical information to each word in the sentence, while Osama
and Aref [18] highlighted ambiguous words were used to identify each type of ambiguous
requirement, as illustrated in Table 3. Furthermore, the passive voice formulas and POS
equivalents, based on the research by Sabriye and Zainon [6], were employed to determine
ambiguous requirements. The lexical database WordNet was also utilized to facilitate
ambiguity detection in software requirements. WordNet offers a comprehensive inventory
of words and semantic relationships, enabling us to identify potential sources of ambiguity
in requirement statements by analyzing constituent terms and associated synonyms and
senses. By leveraging WordNet’s extensive coverage of the English language lexicon, we
developed a robust approach to automatically detect and classify different types of ambigu-
ities in software requirements. This process resulted in 7061 extracted requirements, with
3041 labeled as ambiguous requirements and 4020 labeled as clean requirements, as pre-
sented in Table 4.

Table 3. Possible Ambiguity Indicator.

Ambiguity Possible Ambiguity Indicators

Lexical

Lexical ambiguity indicators: Access, address, application, archive, array, bandwidth, binary,
cache, compiler, compression, configuration, console, data, directory, disk, domain, driver,
encryption, file, firewall, folder, gateway, interface, kernel, library, link, load, logic, macro,
malware, memory, metadata, migration, monitor, object, optimization, packet, path, pixel,
protocol, query, registry, resource, router, script, security, server, etc.

Syntactic Syntactic ambiguity indicators: And, or, but, so, yet, nor, for, if, although, because, since,
unless, until, while, even though, then, as, whenever, wherever, whereas, as if, as long as, etc.

Semantic
Semantic ambiguity indicators: All, every, many, several, any, some, few, a lot of, much, little,
enough, most, none, half, whole, both, either, neither each, more, less, plenty of, a number of,
a great deal of, a bit of, a few, a majority of, etc.

Syntax Checks the absence of a full stop at the end of a condemnation, indicated by the “./.” tag, or
the use of passive voice for each software requirement.

Pragmatic
Pragmatic ambiguity indicators: I, me, you, he, him, she, her, it, we, us, they, them, mine,
yours, his, hers, its, ours, theirs, myself, yourself, himself, herself, itself, ourselves,
yourselves, themselves, this, that, these, those, somebody, someone, something, etc.
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Table 4. Number of tweets in the dataset.

Software Requirements Labelled Dataset

Lexical Ambiguity 474
Syntactic Ambiguity 615
Semantic Ambiguity 614

Syntax Ambiguity 504
Pragmatic Ambiguity 834

Clean 4020

Total 7061

4.1.4. Phase 3: Ambiguity Classification

ACM uses deep learning algorithms to ensure high accuracy in detecting and classify-
ing different types of ambiguities or clean requirements. To develop the ACM, we started
with a pre-processed Ambiguous Requirements Dataset containing 7061 software require-
ments, which was then split into training and testing sets at an 80/20 ratio. We utilized
two deep learning algorithms, Convolutional Neural Network (CNN), and a combination
of CNN, Recurrent Neural Networks (RNNs), and Long Short-Term Memory networks
(LSTMs). We also employed three word embedding techniques: GloVe, Word2Vec, and
FastText, to convert words into vector representations. GloVe uses global co-occurrence
statistics to capture semantic relationships between words, identifying ambiguities from
multiple meanings [19]. Word2Vec provides vector representations of text, capturing se-
mantic meaning for NLP tasks [20], while FastText extends Word2Vec with a shallow neural
network, capturing context for a fine-grained understanding of text [21]. We stacked the al-
gorithms as Word2Vec_CNN, GloVe_CNN, FastText_CNN, Word2Vec_CNN_RNN_LSTM,
GloVe_CNN_RNN_LSTM, and FastText_CNN_RNN_LSTM. Table 5 shows presents the
details on each layer for each experiment for the proposed model.

Table 5. Details on each layer in the proposed model for each experiment.

Algorithm Main Layer Neural Network Layer Output
Size

Kernel
Size

Max-Pool
Size

Activation Function

Word2Vec_CNN Input layer Word2Vec Embedding 300 None None None
Layer

Hidden CNN Layer 1 300 3 50 ReLU
layer CNN Layer 2 300 2 10 ReLU
Fully Dense Layer 1 300 None None ReLU
connected layer Dense Layer 2 (output layer) 6 None None None

GloVe_CNN Input layer GloVe Embedding layer 300 None None None
Hidden CNN Layer 1 300 3 50 ReLU
layer CNN Layer 2 300 2 10 ReLU
Fully Dense Layer 1 300 None None ReLu
connected layer Dense Layer 2 (output layer) 6 None None None

FastText_CNN Input layer FastText Embedding 300 None None None
Layer

Hidden CNN Layer 1 300 3 50 ReLU
layer CNN Layer 2 300 2 10 ReLU
Fully Dense Layer 1 300 None None ReLU
connected layer Dense Layer 2 (output layer) 6 None None Softmax

Word2Vec_CNN_
RNN_LSTM

Input layer Word2Vec Embedding Layer 300 None None None
Hidden CNN Layer 1 300 3 50 ReLU
layer CNN Layer 2 300 2 10 ReLU

RNN Layer 1 300 None None Sigmoid
LSTM Layer 1 256 ReLU

Fully Dense Layer 1 300 None None ReLU
connected layer Dense Layer 2 (output layer) 6 None None None
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Table 5. Cont.

Algorithm Main Layer Neural Network Layer Output
Size

Kernel
Size

Max-Pool
Size

Activation Function

GloVe_CNN_
RNN_LSTM

Input layer

Hidden layer

Fully connected
layer

GloVe Embedding Layer

CNN Layer 1
CNN Layer 2
RNN Layer 1
LSTM Layer 1
Dense Layer 1
Dense Layer 2 (output layer)

300

300
300
300
128
300
6

None

3
3
2

None
None

None

50
10

None

None
None

None

ReLu
ReLu
ReLu

ReLu
Softmax

FastText_CNN_
RNN_LSTM

Input layer

Hidden layer

Fully connected
layer

FastText Embedding Layer

CNN Layer 1
CNN Layer 2
RNN Layer 1
LSTM Layer 1
Dense Layer 1
Dense Layer 2 (output layer)

300

300
300
300
128
300
6

None

3
3
2

None
None

None

50
10

None

None
None

None

ReLu
ReLu
ReLu

ReLu
Softmax

Using the prepared datasets for the ACM, we present the training results of the
algorithms for the ACM in Table 6, based on its performance in the ambiguity classification
of software requirements. To calculate the ambiguity for each requirement in the ACM,
each requirement was separated into a single word based on the type of ambiguity. The
table presents the evaluation metrics, including accuracy, recall, precision, and F-measure
for each model. Figure 4 illustrates the accuracy of the algorithms. Based on the results,
the GloVe_CNN_RNN_LSTM model achieved the highest score of 0.9907 for accuracy.
The F-measure score, which shows the balance of precision and recall, 0.9664 and 0.9598
respectively, was also high, indicating the model’s ability to balance the classification of
ambiguities. Therefore, the GloVe_CNN_RNN_LSTM model is considered the highest-
performing model and will be chosen for the next stage of the project.
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Table 6. Training results for each algorithm in ACM.

Algorithm Precision Recall F-Measure

FastText_CNN 0.9366 0.7636 0.8413
GloVe_CNN 0.9641 0.9553 0.9597

Word2Vec_CNN 0.9561 0.9156 0.9356
FastText_CNN_RNN_LSTM 0.5712 0.5713 0.5712
GloVe_CNN_RNN_LSTM 0.9664 0.9533 0.9598

Word2Vec_CNN_RNN_LSTM 0.9594 0.9509 0.9551

The proposed GloVe_CNN_RNN_LSTM algorithm utilizes a sequential neural net-
work architecture comprising an embedding layer with parameters such as max features
and embedding size. A dropout layer is also applied to remove some context from the
input dataset. Conv1D and MaxPooling layers are then added to the architecture to extract
higher-level features and expedite the process. Additionally, RNN and LSTM layers are
employed to capture long-term dependencies between word sequences and grasp the
context of the input sentence. To enhance the efficiency of the hybrid model, dropout
and dense layers are added in the final stages. Two activation functions, namely Relu in
Conv-1D and Softmax in dense layers, are used. The suggested model is compiled with the
optimizer Adam.

Table 7 shows the performance of the GloVe_CNN_RNN_LSTM algorithm for each
class of ambiguity in the software requirements. The algorithm achieved a high precision
score of 0.9860, 0.9826, and 0.9739 for pragmatic, lexical, and syntactic ambiguities, respec-
tively. The recall score, which measures the true positive rate of the correctly classified
instances, was also high for all ambiguity classes, ranging from 0.9621 to 0.0.9848. The
f-measure, which is the harmonic mean of precision and recall, was also high for all classes,
with a minimum value of 0.9628 for semantic ambiguity and a maximum value of 0.9854 for
pragmatic ambiguity. These results indicate that the GloVe_CNN_RNN_LSTM algorithm
is effective in classifying different types of ambiguity in software requirements, with a high
level of accuracy, recall, and f-measure for each ambiguity class. Therefore, we utilized this
algorithm as the basis for developing a reliable and effective ambiguity classification model
for software requirements.

Table 7. Performance for each ambiguity class in ACM.

Algorithm Ambiguity Precision Recall F-Measure

GloVe_CNN_RNN_LSTM Lexical 0.9826 0.9811 0.9819
Syntactic 0.9739 0.9745 0.9742
Semantic 0.9634 0.9621 0.9628

Syntax 0.9674 0.9660 0.9667
Pragmatic 0.9860 0.9848 0.9854

An accuracy of 0.9907 is considered reliable as it combines advanced techniques such
as GloVe embeddings, CNN, RNN, LSTM, and expert validation. These techniques enable
the algorithm to effectively classify and detect ambiguity in software requirements by
capturing patterns and nuances in the data. The involvement of subject matter experts
adds credibility to the accuracy score, ensuring alignment with their domain knowledge.

4.1.5. Phase 4: Ground Truth

This process ensures that the model accurately classifies software requirements and
helps identify potential sources of ambiguity in software projects. To achieve accuracy,
we collected another 10 SRS, which corresponded to 254 requirements that were available
online. We invited subject matter experts to validate and evaluate our initial approach
of detecting an ambiguous requirement. Five respondents (e.g., working as system an-
alysts and/or having a background in computer science with requirement engineering
knowledge) were selected. Two of the respondents had at least five years of experience,
and three respondents had two to three years of experience in requirements engineering.
In total, 254 software requirements were divided among the five experts. The experts
were provided with a questionnaire with 50 or 54 requirements, focusing on labeling the
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ambiguous or clear requirements based on knowledge and understanding. Additionally,
we provided a brief description of each type of ambiguity to assist the experts in making
their determinations. The experts were given 14 days to provide feedback, allowing them
to review the requirements at their convenience and accurately identify any ambiguous or
clear requirements. Based on the result from the questionnaire:

• One respondent provided the same result as the one generated by the ACM.
• Three respondents did not agree with 5 out of 50 software requirements that were

detected as ambiguous, but the experts identified the software requirement as clear.
• One respondent did not agree with 6 out of 50 software requirements that were

detected as ambiguous, but he identified the software requirement as clear.
• On average, across all five experts, only 8.27% of the responses concerning ambiguous

and clean requirements did not match the results provided by ACM.

Based on the success of the results from the ambiguity classification model, we pro-
ceeded with our experiments for the fault-prone software requirements specification detec-
tion model.

4.2. Fault-Prone Software Requirements Specification Detection Model

For FPDM development, we experimented with different boosting ensemble learning
algorithms for the model, including adaptive boosting (AdaBoost), gradient boosting
(GBM), and extreme gradient boosting (XGBoost), and selected the best algorithm as the
classifier for the model. The boosting algorithm was one of the many elements used in
machine learning for the creation of a predictive model that utilized the data frame prepared
in Python. Consequently, the data frame fed into different machine learning elements that
utilized the boosting approach to build the predictive models. Boosting is one of many
machine learning elements used to construct a predictive model that makes use of the
Python data frame. To ensure unbiased data distribution, the training and testing sets use
the 80/20 percent splitting technique before randomly picking the data and evenly dividing
them according to class.

4.2.1. Phase 1: Data Collection

The creation of the fault-prone software requirements specification dataset facilitates
the development of the fault-prone software requirements specification detection model.
The dataset comprises 200 software requirements specifications (SRS) that are publicly
accessible online. This includes SRS title, SRS description, SRS intended users, and SRS
requirements for each SRS.

4.2.2. Phase 2: Data Processing

Before the dataset is utilized for training the FPDM, the data undergo a process
of cleaning and pre-processing utilizing the same method employed in the ambiguity
classification model. This involves the elimination of redundant information, formatting
of the text, and ensuring the uniformity of data across all documents. To determine the
quality of the SRS, several criteria were employed.

• SRS Title: The SRS title was evaluated to ensure that the title provides a clear idea of
the system that will be implemented.

• SRS Description: The frequency of words present in the SRS description was analyzed
by counting each word from the SRS title in the SRS description. To ensure consistency,
the titles were converted into root word before calculating the frequency of words.
The Computer Science Academic Vocabulary List (CSAVL) was excluded to ensure
that the SRS description is related to the SRS title and is clear. A clear SRS description
must contain more than three words related to the SRS title. For example, if the SRS
title is Hotel Reservation System, the words “hotel” and “reserve” are checked, and
the word “system” is excluded as “system” is part of the CSAVL.
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• SRS intended users: We checked the presence of intended users of the system in the
SRS.

• SRS requirements: Using custom Python scripting, we classified the requirements in
each SRS based on the five types of ambiguity generated by the ACM.

Furthermore, subject matter experts comprising six respondents with experience
in leading and managing software projects, system analysts, and/or a background in
computer science with requirement engineering knowledge were invited to evaluate the
SRS. Among the respondents, two had more than 10 years of experience, and four had 2
to 3 years of experience in requirement engineering. The experts were provided with a
questionnaire containing 100 SRS documents, and the task was to label fault-prone SRS
based on knowledge and understanding. A brief description of fault-prone and clean SRS
criteria was also provided to aid the experts in the evaluation. The experts were given 20
days to provide feedback, allowing them to review it at their convenience (Figure 5).
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4.2.3. Phase 3: Fault-Prone Software Requirements Specification Detection

The development of FPDM included statistical feature extraction from the fault-prone
software requirements specification dataset. Table 8 shows the list of features that were
extracted for each SRS. To prevent overfitting and maintain accuracy in the detection model,
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we restricted the number of features to 25 because the number of features is important in
building an accurate detection model; too many features might lead to overfitting and increase
the complexity of the detection model [22], ultimately reducing the model’s accuracy. Reducing
the number of features is also important to improve interpretability [23]. The statistical features
employed in our model are in the format of double-precision floating point.

Table 8. Extracted statistical-based emotion features based on the ambiguous requirements.

Label Features Category Ref.

F1 Clear title for each SRS Boolean Proposed

F2 Frequency of title word in description
for each SRS Numerical Proposed

F3 Clear description for each SRS Boolean Proposed

F4 Description word count for each SRS Numerical Proposed

F5 Presence of SRS intended users for
each SRS Boolean Proposed

F6 Total of software requirements for
each SRS Numerical [10]

F7 Number of clear software
requirements for each SRS Numerical Proposed

F8 Number of ambiguous software
requirements for each SRS Numerical Proposed

F9 Number of lexical ambiguity
requirements for each SRS Numerical Proposed

F10 Number of syntactic ambiguity
requirements for each SRS Numerical Proposed

F11 Number of semantic ambiguity
requirements for each SRS Numerical Proposed

F12 Number of syntax ambiguity
requirements for each SRS Numerical Proposed

F13 Number of pragmatic ambiguity
requirements for each SRS Numerical Proposed

F14 Percentage of lexical ambiguity
requirements for each SRS Numerical [5,7,18]

F15 Percentage of syntactic ambiguity
requirements for each SRS Numerical [5–7,18]

F16 Percentage of semantic ambiguity
requirements for each SRS Numerical [7]

F17 Percentage of syntax ambiguity
requirements for each SRS Numerical [5,6,18]

F18 Percentage of pragmatic ambiguity
requirements for each SRS Numerical [7,18]

F19 Percentage of clear software
requirements for each SRS Numerical Proposed

F20 Probability value of lexical ambiguity
software requirements for each SRS Numerical Proposed

F21
Probability value of syntactic
ambiguity software requirements for
each SRS

Numerical Proposed

F22
Probability value of semantic
ambiguity software requirements for
each SRS

Numerical Proposed

F23 Probability value of syntax ambiguity
software requirements for each SRS Numerical Proposed

F24
Probability value of pragmatic
ambiguity software requirements for
each SRS

Numerical Proposed

F25 Probability value of clear software
requirements for each SRS Numerical Proposed
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We grouped the set of 25 features that evaluate the quality of software requirements
specifications (SRS) into five categories. The first set of features (F1–F4) evaluates the clarity
and completeness of the SRS title and description. F1 is a Boolean feature that indicates
whether the SRS title is clear and understandable. F2 calculates the frequency of title words
in the SRS description. F3 is a Boolean feature that evaluates whether the SRS title contains
three or more title words. F4 calculates the total word count of the SRS description. The
second set of features (F5–F7) evaluates the identification and completeness of intended
users and requirements. F5 is a Boolean feature that indicates whether the intended
users of the system are identified in the SRS. F6 calculates the total number of software
requirements for each SRS, while F7 calculates the number of clear requirements for each
SRS. The third set of features (F8–F13) evaluates the types and frequency of ambiguity in
the SRS requirements. F8 calculates the total number of ambiguous requirements for each
SRS. F9–F13 are features that calculate the number of each type of ambiguity for each SRS.
Specifically, lexical ambiguity (F9), syntactic ambiguity (F10), semantic ambiguity (F11),
syntax ambiguity (F12), and pragmatic ambiguity (F13).

The fourth set of features (F14–F18) calculates the percentage of each type of am-
biguous requirement for each SRS. Specifically, the percentage of lexical ambiguity (F14),
syntactic ambiguity (F15), semantic ambiguity (F16), syntax ambiguity (F17), and pragmatic
ambiguity (F18). F19 calculates the percentage of clear requirements for each SRS. Finally,
the fifth set of features (F20–F24) calculates the probability value of each type of ambiguity
requirement for each SRS. F25 calculates the probability value for clear requirements for
each SRS. These features are calculated using Equations (1) and (2), which, respectively,
show the formulas to determine the percentage and probability value of each ambiguity
class for each SRS. Overall, these features provide a comprehensive evaluation of the quality
of SRS, which is crucial for ensuring the success of software development projects. Equation
(1) shows the formula to determine the percentage of each type of ambiguity for each SRS,
as shown in Equation (1).

Percentage o f lexical ambiguity =
Total number o f lexical ambiguity

Total number o f so f tware requirements f or each SRS
× 100% (1)

Equation (2) shows the formula to calculate the probability value of each type of
ambiguity for each SRS as shown in Equation (2).

Probability value o f lexical ambiguity =
Total number o f lexical ambiguity

Total number o f so f tware requirements f or each SRS
(2)

In this study, we utilized the recursive feature elimination with the cross validation
(RFECV) method to perform feature selection using a feature importance approach. The
variable importance function is employed to calculate the feature importance score, which
enables the ranking of features based on the significance in decision making. Feature selec-
tion is an important process to reduce computational costs and enhance model performance
by minimizing the number of input variables. To this end, Hazim et al. [24] suggest several
statistical-based features for opinion spam detection, among which two are selected for
our study. Similarly, Seri et al. [25] propose 20 statistical-based features, but only seven
features are chosen to fit the environment of our study. Specifically, out of the initial 25
features extracted from the dataset, only 12 were selected for the study. Figures 6 and 7
below illustrates the feature importance and correlation matrix.
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After implementing AdaBoost, GBM, and XGBoost as the classifiers for the FPDM,
we conducted a comparative analysis of the performance. Figure 8 shows the accuracy of
each algorithm and it was found that the XGBoost with the proposed features achieved
the highest accuracy compared to the others. Table 9 shows the results of the evaluation,
including the recall, precision, and f-measure of each model. In this study, the performance
of a boosting algorithm was evaluated with and without the proposed features for detecting
fault-prone SRS. The evaluation aimed to determine the best model for identifying fault-
prone SRS. The FPDM achieved a recall score of 1.000, using XGBoost with proposed
features. The recall score implied that XGBoost worked well in detecting the fault-prone
SRS by achieving the highest positive rate. In terms of the F-measure score, XGBoost with
the proposed features projected an evaluation score of 0.9851, which indicated the ability
of the model to balance the positivity rate and false-positive rate. For the precision score,
XGBoost with selected existing and proposed features achieved the highest score of 0.9706.
Based on these results, the XGBoost model with the proposed features is recommended for
identifying fault-prone SRS.
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Table 9. Training results for each algorithm in FPDM.

Algorithm Precision Recall F-Measure

AdaBoost (without proposed features) 0.7000 1.000 0.8235
GBM (without proposed features) 0.8700 0.8900 0.8300

XGBoost (without proposed features) 0.9300 0.9100 0.9200
AdaBoost (with proposed features) 0.6667 1.000 0.8000

GBM (with proposed features) 0.9693 0.9752 0.9714
XGBoost (with proposed features) 0.9706 1.000 0.9851

Based on the experimental results presented in Table 10, we presented the comparison
of different boosting algorithms in terms of the performance in detecting fault-prone or
clean software requirements specifications (SRS) both with and without the proposed
features. XGBoost with the proposed features demonstrated the highest accuracy out of
all algorithms. The XGBoost algorithm with the proposed features achieved a precision
of 0.9800 for fault-prone SRS and 1.000 for clean SRS, recall of 0.1000 for fault-prone SRS
and 0.9700 clean SRS, and F-measure of 0.9500 for fault-prone SRS and 0.9900 for clean SRS,
which are higher than the corresponding values obtained by other algorithms. The use of
the proposed features led to an overall improvement in accuracy for all algorithms. These
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findings suggest that XGBoost is the best boosting algorithm for detecting fault-prone SRS,
especially when combined with the proposed features.

Table 10. Performance for detecting fault-prone SRS.

Algorithm SRS Precision Recall F-Measure

AdaBoost (without proposed features) Fault-prone 0.9200 0.9700 0.9400
Clean 0.9200 0.8000 0.8600

GBM (without proposed features) Fault-prone 0.8000 0.8600 0.8300
Clean 0.9400 0.9200 0.9300

XGBoost (without proposed features) Fault-prone 0.9500 0.9700 0.9600
Clean 0.9200 0.8500 0.8800

AdaBoost (with proposed features) Fault-prone 0.9100 0.8300 0.8700
Clean 0.9500 0.9700 0.9600

GBM (with proposed features) Fault-prone 1.0000 0.7500 0.8600
Clean 0.8900 1.0000 0.9400

XGBoost (with proposed features) Fault-prone 0.9800 1.0000 0.9500
Clean 1.000 0.9700 0.9900

5. Case Study: Detecting Fault-Prone Software Requirements Specification for
Edge/Cloud Application
5.1. The Evolution of Edge/Cloud Computing

Cloud computing has evolved significantly since the concept emerged in the 1990s.
In the 2000s, the use of cloud computing continued to grow with the introduction of new
services, such as IaaS and PaaS. In the 2010s, edge computing gained traction with the rise
of IoT devices and the need for faster data processing at the edge [26]. Fog computing and
open-source platforms for edge computing also emerged during this time. Hybrid cloud
solutions and containerization with Kubernetes became key technologies for managing
cloud applications in the late 2010s. In 2020, the COVID-19 pandemic led to a surge in
demand for cloud services, and serverless computing became more widely adopted [27].
In 2021, AI and ML technologies in cloud services continued to grow, and edge computing
saw increased adoption. In 2022, cloud providers focused on making their services more
accessible to smaller businesses and individuals while also increasing cloud-based security
solutions. Finally, in 2023, quantum computing technologies and blockchain technology are
expected to have an impact on cloud computing, with cloud providers offering quantum
computing services and blockchain-as-a-service solutions. Figure 9 illustrates the evolution
of edge/cloud computing.
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5.2. Edge/Cloud Application Software Requirements Specification

Cloud and edge computing are relatively new paradigms for software development,
and, as such, the methods for developing software in these environments are still evolv-
ing. The challenges of developing software for cloud and edge computing are that the
architecture is often complex and distributed, and there are rapid changes in requirements
due to the dynamic nature of these environments, resulting in the difficulty of creating
a comprehensive and accurate SRS document. It is a fact that cloud environments are
stochastic and dynamic, so it is complex to manage cloud requirements in a systematic
and repeatable way, especially when requirements rapidly change in a non-predictive
manner [28]. The software requirements specification remains a vital document for cloud
computing application development because it specifies the requirements of the cloud
computing application, which are essential for the application to function optimally in the
cloud environment.
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5.3. Analysis of Fault-Prone Edge/Cloud Application Software Requirements Specification

In this case study, we collected 30 SRS documents from various sources, and analyzed
them to determine whether the SRS is fault-prone or a clean SRS (Table 11). The SRS
documents were related to reservation, management, healthcare, booking, education, and
other industries, all of which are based on edge/cloud applications. These documents
included the SRS title, description, intended users, and both functional and non-functional
requirements. To ensure the quality of these SRS documents, we used a fault-prone software
requirements specification model to identify any potential ambiguities in the requirements
and identify fault-prone SRS. Overall, this approach allowed us to gain valuable insights
into the unique challenges of designing and developing edge/cloud applications across
a wide range of industries. By carefully analyzing the SRS, we were able to identify key
patterns and trends that inform future development efforts and drive innovation in this
rapidly evolving field (Figure 9).

Table 11. Edge/Cloud Applications Project.

Established
Year

SRS Project
Title Project Introduction

2017 Istio—Connect Secure Control and Observe
Services

Connect Secure Control and Observe Services: Istio is an open-source
service mesh platform that provides a way to connect, secure, control,
and observe microservices. It provides a powerful set of tools for
managing traffic, enforcing policies, and monitoring performance, with
built-in support for service-level agreements (SLAs) and other features.

2016 OpenFaaS—Serverless Functions Made Simple

Serverless Functions Made Simple: OpenFaaS is an open-source
serverless framework that allows developers to deploy their code as
functions to the cloud or on-premises infrastructure. It provides a
simple and scalable way to run functions in any language or runtime,
with built-in support for Docker containers.

2016 CareKit CareKit is an open-source framework for developing health and
wellness applications for iOS.

2015 MedStack

MedStack is a cloud-based platform for developing and deploying
healthcare applications. It provides a secure and compliant
environment for developers to build and test their applications, with
built-in support for HIPAA and other regulatory requirements.

2015 User Profiling in social media

User profiling in social media refers to the process of analyzing user
data from social media platforms to gain insights into user behavior,
preferences, and interests. It can be used for targeted advertising,
personalized recommendations, and other applications.

2014 Terraform—Infrastructure as Code

Terraform is an open-source tool for building, changing, and versioning
infrastructure safely and efficiently. It uses a declarative configuration
language to describe infrastructure as code, allowing users to automate
the provisioning and management of cloud resources.

2014 CloudMedX
CloudMedX is a cloud-based platform for healthcare data analytics. It
uses machine learning and natural language processing to analyze
clinical data and generate insights for healthcare providers and payers.

2014 Kubernetes—Automated Container
Management

Kubernetes is an open-source platform for automated container
management. It provides a powerful set of tools for deploying, scaling,
and managing containerized applications, with built-in support for
load balancing, service discovery, and other features.

2013 Docker

Docker is an open-source platform for developing, shipping, and
running applications in containers. It provides a lightweight and
portable way to package and deploy applications, allowing developers
to build once and run anywhere.

2013 Roomzilla
Roomzilla is a cloud-based platform for managing conference rooms
and other shared spaces. It provides a user-friendly interface for
scheduling and availability management.

2013 Appointlet
Appointlet is a cloud-based platform for scheduling appointments and
meetings. It provides a customizable booking page and integrations
with popular calendar tools.

2012 Prometheus—Monitoring and Alerting

Prometheus is an open-source monitoring and alerting system that
collects metrics from different sources, stores them in a time-series
database, and provides a powerful query language for analyzing and
visualizing them. It also has built-in support for alerting and
notifications.

2012 Reservio
Reservio is a cloud-based platform for managing appointments and
bookings for businesses of all sizes. It provides a user-friendly interface
for scheduling, payment processing, and customer management.
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Table 11. Cont.

Established
Year

SRS Project
Title Project Introduction

2012 RoomKey

A cloud-based hotel property management system (PMS) that allows
hoteliers to manage their properties and reservations from a centralized
platform. The system includes features such as reservation
management, online booking, housekeeping, front desk management,
payment processing, and reporting.

2011 Cloud Foundry

Cloud Foundry is an open-source platform for building, deploying,
and managing cloud-native applications. It provides a scalable and
resilient environment for running applications, with built-in support
for continuous integration and delivery (CI/CD) pipelines.

2011 BookingSync BookingSync is a cloud-based platform for managing vacation rentals,
holiday homes, and other short-term rentals.

2011 ClassDojo

ClassDojo is a cloud-based platform for communication and
collaboration between teachers, students, and parents. It provides a
suite of tools for managing classroom activities, sharing assignments,
and providing feedback

2010 OpenStack

OpenStack is an open-source cloud computing platform that provides a
set of tools for building and managing private and public clouds. It
provides a scalable and flexible infrastructure for running virtual
machines, containers, and other cloud-native applications.

2010 HotelTonight
HotelTonight is a cloud-based platform for last-minute hotel bookings.
It provides a user-friendly interface for searching and booking hotels,
with discounts and special offers.

2009 BookingsPlus

BookingsPlus is a cloud-based platform for managing bookings and
reservations for events, facilities, and other resources. It provides a
user-friendly interface for booking and payment processing, with
built-in support for scheduling and availability management.

2009 Schoology
Schoology is a cloud-based platform for K-12 and higher education
institutions. It provides a suite of tools for course management, student
engagement, and assessment.

2008 Bookeo

Bookeo is a cloud-based platform for managing bookings and
reservations for tours, classes, and other activities. It provides a
user-friendly interface for scheduling, payment processing, and
customer management.

2008 Cloud Based Hotel Management System

A cloud-based hotel management system is a software platform for
managing hotel operations, such as reservations, bookings, payments,
and customer service. It provides real-time visibility into hotel
activities, with built-in analytics and reporting. It can be used by hotels
of all sizes and types.

2007 Cloud based File Sharing System

A cloud-based file sharing system is a software platform for storing
and sharing files in the cloud. It provides secure and convenient access
to files from any device, with built-in collaboration and version control
features. It can be used by individuals, teams, and organizations of all
sizes.

2006 Amazon EC2

Amazon Elastic Compute Cloud (EC2) is a web service that provides
scalable computing capacity in the cloud. It allows users to launch and
manage virtual machines, called instances, on Amazon’s infrastructure,
providing flexibility and cost savings for a variety of use cases.

2006 Appointy
Appointy is a cloud-based platform for managing appointments and
bookings for businesses of all sizes. It provides a user-friendly interface
for scheduling, payment processing, and customer management.

2004 OpenMRS

OpenMRS is an open-source electronic medical record system that
provides a way to manage patient data in healthcare settings. It is
designed to be flexible and customizable, allowing healthcare
providers to adapt it to their specific needs.

2002 Cloud based Inventory Management System

A cloud-based inventory management system is a software platform
for managing inventory and supply chain operations. It provides
real-time visibility into inventory levels, orders, and shipments, with
built-in analytics and reporting. It can be used by businesses of all sizes
and industries.

1999 Cloud Based Library Management System

A cloud-based library management system is a software platform for
managing library operations, such as cataloging, circulation, and
patron management. It provides a user-friendly interface for searching
and checking out books, with built-in analytics and reporting. It can be
used by libraries of all sizes and types.

1997 Athena Health Athena Health is a cloud-based platform for electronic health records,
revenue cycle management, and practice management.
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In this study, we utilized two models to evaluate the quality of the software require-
ments specifications (SRS) for edge/cloud applications: the ambiguity classification model
(ACM) and the fault-prone software requirements specification detection model (FPDM).
The ACM model was used to classify any potential ambiguities in the software requirements
for each SRS, which leads to errors or misinterpretations during the development process.
The ACM model flags any ambiguous requirements in the SRS, such as lexical, syntactic,
semantic, syntax and pragmatic ambiguities. After applying the ACM model to the SRS
dataset, the fault-prone software requirements specification detection model (FPDM) was
then used to evaluate the fault-proneness of the SRS documents. The FPDM evaluates the
SRS documents based on the title, descriptions, and presence of intended users of the SRS.
Additionally, the result based on the ACM for detected ambiguous software requirements
was included. This approach allows us to ensure that the SRS documents are of high quality
and free of potential faults or ambiguities, ultimately leading to a more successful and
efficient development process.

Based on the results of our analysis using the fault-prone software requirements speci-
fication model, we determined that out of the 30 SRS documents collected for this study, 20
were classified as fault-prone due to the presence of ambiguities, which could potentially
result in errors or misinterpretations during the development process. Conversely, our anal-
ysis using the FPDM found that 10 of the 30 SRS documents had a low number of detected
ambiguities. These documents had clear titles and descriptions, included information on
intended users, and had well-defined functional and non-functional requirements. Based
on this, we consider these 10 documents to be relatively free from any major ambiguities or
faults. This assessment of the quality of the SRS documents revealed a significant degree of
variation, with some documents being clearly and concisely written, while others contained
inconsistencies that could impede the development process.

A panel of subject matter experts was assembled for the evaluation of the SRS doc-
uments. The panel consisted of six respondents who are experienced in leading and
managing software projects, or system analysts with a computer science background and
expertise in requirement engineering. Two of the experts had over 10 years of experience,
while the remaining four had two to three years of experience in requirement engineering.
The experts were presented with a questionnaire that included 30 SRS documents with
edge/cloud applications and were tasked with assessing the clarity of the title, adequacy
of the system description, suitability of the intended users, and identifying fault-prone SRS
based on knowledge and expertise. A brief description of fault-prone and clean SRS criteria
was also provided to aid the experts in evaluation. We created a “Labeling tracker” to help
the experts to keep track of their progress on labeling the SRS. Additionally, the experts
were given 14 days to provide feedback, allowing them to review it at their convenience.

Based on the FPDM and expert evaluation, the classification of the 30 SRS documents
was determined (Table 12). However, only two SRS documents did not match. Specifically,
while the FPDM detected one SRS document as “fault-prone”, the same document was
labeled as “clean” by the human experts. Hence, for another document, the FPDM detected
one SRS document as “clean”, the same document was labeled as “fault-prone” by the
human experts. This discrepancy suggests that the FPDM may have a higher sensitivity
to identifying potential ambiguities in the requirements compared to human experts.
Considering multiple approaches is essential to assess SRS quality to ensure a more accurate
and reliable evaluation. Hence, Figure 10 illustrates the comparison of fault-prone and
clean SRS based on the year they were established.
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Table 12. Comparison of SRS Classification.

Title

SRS Classification

EqualExpert
Evaluation

Fault-Prone SRS Detection
Model

OpenFaaS—Serverless Functions Made Simple Clean Clean Yes

Terraform—Infrastructure as Code Clean Clean Yes

Prometheus—Monitoring and Alerting Clean Clean Yes

Docker Clean Clean Yes

Amazon EC2 Clean Clean Yes

MedStack Clean Clean Yes

User Profiling in social media Clean Clean Yes

CloudMedX Clean Clean Yes

BookingsPlus Clean Clean Yes

Kubernetes—Automated Container
Management Fault-prone Fault-prone Yes

Istio—Connect Secure Control and Observe
Services Fault-prone Fault-prone Yes

Cloud Foundry Fault-prone Fault-prone Yes

OpenStack Fault-prone Fault-prone Yes

OpenMRS Fault-prone Fault-prone Yes

CareKit Fault-prone Fault-prone Yes

Athena Health Fault-prone Fault-prone Yes

BookingSync Fault-prone Fault-prone Yes

Roomzilla Fault-prone Fault-prone Yes

Appointy Fault-prone Fault-prone Yes

Appointlet Fault-prone Fault-prone Yes

Bookeo Fault-prone Fault-prone Yes

Schoology Fault-prone Fault-prone Yes

ClassDojo Fault-prone Fault-prone Yes

HotelTonight Fault-prone Fault-prone Yes

Cloud based Inventory Management System Fault-prone Fault-prone Yes

Cloud based File Sharing System Fault-prone Fault-prone Yes

Cloud Based Hotel Management System Fault-prone Fault-prone Yes

Cloud Based Library Management System Fault-prone Fault-prone Yes

Reservio Clean Fault-prone No

RoomKey Fault-prone Clean No
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To achieve this, we utilized three formulas: the linear mapping function for software
requirements, ambiguity density index (ADI), and the fault-prone SRS score.

1. Linear Mapping Function for Software Requirements: A mathematical formula used
to calculate a score based on a given ratio of clear requirements to ambiguous require-
ments. The formula uses the concept of exponential decay, where the score decreases
as the ratio of clear to ambiguous requirements decreases. The score ranges from 0 to
10, with 10 being the highest score and indicating a high ratio of clear requirements
to ambiguous requirements. If the score is high, it means that there are more clear
requirements compared to ambiguous requirements. A higher score indicates more
clarity and less ambiguity in the requirements.

2. Ambiguity Density Index (ADI): ADI formula quantifies the level of ambiguity in
the SRS by measuring the ratio of the number of occurrences of ambiguous words
in each SRS to the total number of words in the SRS. A lower ADI value indicates
a lower level of ambiguity in the SRS, meaning that the specification is clearer and
easier to understand. However, a high ADI value indicates a high level of ambiguity,
and areas of the SRS may require further clarification or refinement to ensure a clear
and unambiguous specification.

3. Fault-prone SRS Score: The fault-prone SRS Score considers various factors such as
the clarity of the title and description, the presence of intended users, the ratio of
clear requirements to ambiguous requirements and the usage of ambiguous words
to assign a score that reflects the overall fault-proneness of the SRS. These factors
are assigned a weight based on the perceived importance in the development of a
high-quality SRS.

To clarify, while a higher ADI value generally indicates a higher level of ambiguity it
does not necessarily mean that the SRS tends to be fault-prone. Other factors, such as the
clarity of the title and description and the presence of intended users, are also capable of
impacting the fault-prone score. The fault-prone SRS score is typically used to prioritize
testing and quality assurance efforts with SRSs that have a higher score, indicating a lower
likelihood of defects or failures in the resulting software product. Figure 11 illustrates the
comparison of fault-prone SRS score and ADI for each SRS.

By utilizing these three formulas, we were able to produce a fault-prone severity scale,
which serves as a reliable measure of the level of ambiguity and potential for errors in
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the SRS for our case study. Equation (3) shows the formula linear mapping function for
software requirements (LMF).

Linear Mapping Function f or So f tware Requirements (LMF) = 10 ∗
(

1 − e(−x)
)

(3)

where x =
Clear requirements

Ambiguous requirements

Equation (4) shows the formula ambiguity density index (ADI).

Ambiguity Density Index (ADI) =
Number o f occurrences o f ambiguous words in each SRS

Total number o f words in each SRS
(4)

Equation (5) shows the formula fault-prone SRS score as shown in Equation (5).

Fault − prone SRS Score = 10 − [ (So f tware requirements ∗ w1) + (ADI ∗ w2) + (Title ∗ w3)+

(Description ∗ w4 ) + (Intended Users ∗ w5) ] (5)

Table 13 depicts the distribution of weightage for each factor. A weight of 0.5 was
assigned to the software requirements, indicating its importance in determining the clear
and ambiguous software requirements in the SRS. A weight of 0.2 was assigned to the ADI,
indicating its importance in determining the overall level of ambiguity in the SRS. The
clarity of the title and description was assigned a weight of 0.1, reflecting the importance of
conveying a clear and concise message to the reader. Finally, the presence of intended users
was assigned a weight of 0.1, reflecting the importance of specifying the target audience of
the software. With that in mind, the clarity of the title and description was assessed using
a score of 0 or 1, where 1 indicates complete clarity and 0 indicates complete ambiguity.
Similarly, the presence of intended users in the SRS scored 0 or 1, where 1 indicates the
extent to which the document specifies the target audience of the software and 0 indicates
none of the intended users are stated in the SRS documents or the intended users stated are
not related to the system. We introduced the fault-prone severity scale to determine the
degree of ambiguity present in each SRS (Table 14).

Table 13. Weightage distribution.

Factor Weightage Distribution

Software Requirements 0.5
ADI 0.2

Clear SRS Title 0.1
Clear SRS Description 0.1

Presence of Intended Users 0.1

Table 14. Fault-prone Score SRS.

Title

Ratio
Clear to
Ambigu-

ous

Software
Require-

ments
(LMF)

w1 Total
Words

Count
Ambigu-

ous
Words

ADI w2 Title w3 Desc w4 User w5 Fault-Prone
SRS Score

OpenFaaS—
Serverless
Functions
Made Simple

20:3 9.987316012 0.5 419 85 0.2028639618 0.2 1 0.1 1 0.1 1 0.1 4.665769201

BookingsPlus 21:9 9.027042529 0.5 339 77 0.2271386431 0.2 1 0.1 1 0.1 1 0.1 5.141051007

Prometheus—
Monitoring
and Alerting

15:6 9.179150014 0.5 298 25 0.08389261745 0.2 1 0.1 0 0.1 1 0.1 5.19364647
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Table 14. Cont.

Title

Ratio
Clear to
Ambigu-

ous

Software
Require-

ments
(LMF)

w1 Total
Words

Count
Ambigu-

ous
Words

ADI w2 Title w3 Desc w4 User w5 Fault-Prone
SRS Score

Terraform—
Infrastructure
as Code

16:8 8.646647168 0.5 395 94 0.2379746835 0.2 1 0.1 1 0.1 1 0.1 5.329081479

Amazon
Elastic
Compute
Cloud

16:9 8.313618527 0.5 389 45 0.1156812339 0.2 1 0.1 1 0.1 1 0.1 5.52005449

Docker 11:7 7.919548176 0.5 243 44 0.1810699588 0.2 1 0.1 0 0.1 1 0.1 5.80401192

MedStack 27:18 7.768698399 0.5 670 116 0.1731343284 0.2 1 0.1 0 0.1 1 0.1 5.881023935

User
Profiling In
Social Media

8:7 6.801809782 0.5 397 32 0.08060453401 0.2 1 0.1 1 0.1 1 0.1 6.282974202

CloudMedX 21:19 6.704410389 0.5 373 58 0.1554959786 0.2 0 0.1 1 0.1 1 0.1 6.41669561

Reservio:
Appoint-
ment
Scheduling
Software

19:20 6.132589765 0.5 604 81 0.1341059603 0.2 1 0.1 1 0.1 1 0.1 6.606883925

Kubernetes—
Automated
Container
Management

8:10 5.506710359 0.5 298 138 0.4630872483 0.2 1 0.1 1 0.1 1 0.1 6.854027371

OpenStack 8:10 5.506710359 0.5 438 183 0.4178082192 0.2 1 0.1 0 0.1 1 0.1 6.963083177

Istio—
Connect,
Secure,
Control, and
Observe
Services

11:16 4.97419775 0.5 454 146 0.3215859031 0.2 1 0.1 1 0.1 1 0.1 7.148583945

Cloud
Foundry 7:11 4.705941823 0.5 324 150 0.462962963 0.2 1 0.1 0 0.1 1 0.1 7.354436496

Athena
Health 8:15 4.131581992 0.5 337 100 0.296735905 0.2 1 0.1 1 0.1 1 0.1 7.574861823

Cloud-based
Hotel
Management
System

8:16 3.934693403 0.5 556 215 0.3866906475 0.2 1 0.1 1 0.1 1 0.1 7.655315169

Schoology 11:25 3.559635789 0.5 739 187 0.2530446549 0.2 1 0.1 0 0.1 1 0.1 7.969573174

BookingSync:
Vacation
Rental
Software

8:22 3.051088053 0.5 410 136 0.3317073171 0.2 1 0.1 1 0.1 1 0.1 8.10811451

ClassDojo 5:14 3.002275023 0.5 413 118 0.2857142857 0.2 1 0.1 1 0.1 1 0.1 8.141719632

RoomKey 3:10 2.591817793 0.5 393 251 0.6386768448 0.2 1 0.1 1 0.1 1 0.1 8.276355734

HotelTonight 6:21 2.487373841 0.5 315 96 0.3047619048 0.2 1 0.1 1 0.1 1 0.1 8.395360699

Appointy 4:15 2.343269285 0.5 390 101 0.258974359 0.2 1 0.1 1 0.1 1 0.1 8.476570486

Cloud-based
Inventory
Management
System

5:22 2.030792177 0.5 642 257 0.4003115265 0.2 1 0.1 1 0.1 1 0.1 8.604541606

Appointlet 5:21 2.117973089 0.5 508 313 0.6161417323 0.2 1 0.1 0 0.1 1 0.1 8.617785109

CareKit 6:26 2.06260534 0.5 545 130 0.2385321101 0.2 1 0.1 1 0.1 1 0.1 8.620990908

Cloud-based
Library
Management
System

4:18 1.990846357 0.5 470 160 0.3404255319 0.2 1 0.1 1 0.1 1 0.1 8.636491715

Bookeo 4:24 1.538003887 0.5 480 176 0.3666666667 0.2 1 0.1 1 0.1 1 0.1 8.857664723
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Table 14. Cont.

Title

Ratio
Clear to
Ambigu-

ous

Software
Require-

ments
(LMF)

w1 Total
Words

Count
Ambigu-

ous
Words

ADI w2 Title w3 Desc w4 User w5 Fault-Prone
SRS Score

Roomzilla:
Smart
Workplace
Management
System

4:24 1.538003887 0.5 572 167 0.291958042 0.2 1 0.1 1 0.1 1 0.1 8.872606448

Cloud-based
File Sharing
System

3:19 1.46150218 0.5 544 207 0.3805147059 0.2 1 0.1 1 0.1 1 0.1 8.893145969

OpenMRS 0:19 0 0.5 531 159 0.2994350282 0.2 1 0.1 0 0.1 1 0.1 9.740112994
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The fault-prone severity scale is a categorization of the level of ambiguity in a software
requirements specification (SRS) based on the fault-prone SRS score. The scale is divided
into three categories: low ambiguity, moderate ambiguity, and high ambiguity, as illustrated
in Figure 12.
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The fault-prone severity scale is utilized to assess the level of faults present in indi-
vidual SRS components. This is typically carried out by evaluating the degree to which a
requirement is clear and unambiguous versus how much room there is for interpretation
or misinterpretation, clarity of the title and description, and the presence of intended users
in the SRS. To determine the level of fault-prone for each SRS, we apply a scale that ranges
from low to high ambiguity. The SRS components that are deemed to have a low fault-prone
score are clear and unambiguous with no room for interpretation. The SRS components
that are deemed to have a moderate fault-prone score are reasonably clear, but there may
be some ambiguity or vagueness that requires further clarification. Finally, the SRS that is
deemed to have a high fault-prone score is unclear and ambiguous, with a high likelihood
of misunderstanding or misinterpretation. One study proposed a method of predicting
traffic congestion severity levels based on the analysis of Twitter messages, categorizing
them into three levels, i.e., L (low), M (medium), and H (high) [29]. The ratio distribution
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of 5:2:3 for the fault-prone severity scale reflects the relative frequency or proportion of
the severity levels within the scale. Regarding the distribution ratio of 5:2:3, most of the
software requirements and other key components in the SRS are expected to have a low
level of ambiguity, while a smaller proportion falls into the moderate and high severity
levels. On a serious note, if a fault-prone SRS score is more than 4.9, it means that half of
the key components of the SRS, including the title, description, presence of intended user,
and software requirements, are having issues.

• Low level: For the low severity level, which is defined as scores between 0.1 and 4.9, a
ratio of 5 indicates that this level is expected to be the most common and indicates that
there is relatively low ambiguity present. This means that most of the requirements
and other SRS key components are clear and unambiguous, and no further action is
necessary.

• Moderate Level: The moderate severity level, which is defined as scores between 5.0
and 6.9, has a ratio of 2. This level indicates that there is some ambiguity present in
the software requirements and other SRS key components, which may require further
investigation or clarification.

• High Level: A high severity level, which is defined as scores between 7.0 and 10.0,
has a ratio of 3. This level indicates that there is a significant amount of ambiguity present,
which is capable of leading to significant issues if not addressed. Therefore, more attention
is needed to resolve the ambiguity at this level compared to the moderate level.

Table 15 and Figure 13 show a list of cloud and edge applications with their respective
fault-prone SRS scores and fault-prone severity scales. The fault-prone SRS score ranges
from 4.665769201 (low) to 9.740112994 (high). OpenFaaS, with a score of 4.665769201, has
the lowest score on the list, while OpenMRS, with a score of 9.740112994, has the highest
score. Most of the applications fall within the moderate range, with a score between 5
and 7.999999999. In terms of year, the list shows that the applications range from 1997 to
2017. It is interesting to note that the applications with the highest scores are generally
from earlier years, with Athena Health being the oldest on the list. This may be due to
the fact that these applications were developed at a time when cloud technology was less
mature and less well understood, increasing the potential for errors in the SRS. Some of
the technologies with the highest fault-prone SRS scores and high fault-prone severity
levels include OpenMRS, the Cloud-based file sharing system, Roomzilla Bookeo, and the
Cloud-based library management system. Referring to Figure 13, there are several reasons
why later projects in edge/cloud applications with high fault-prone SRS scores are due to
possible complexities and rapid development.

Table 15. Fault-prone Severity Scale.

Title Fault-Prone SRS Score Fault-Prone Severity Scale

OpenFaaS—Serverless Functions Made Simple 4.665769201 Low

BookingsPlus 5.141051007 Moderate

Prometheus—Monitoring and Alerting 5.19364647 Moderate

Terraform—Infrastructure as Code 5.329081479 Moderate

Amazon Elastic Compute Cloud 5.52005449 Moderate

Docker 5.80401192 Moderate

MedStack 5.881023935 Moderate

User Profiling In Social Media 6.282974202 Moderate

CloudMedX 6.41669561 Moderate

Reservio: Appointment Scheduling Software 6.606883925 Moderate

Kubernetes—Automated Container Management 6.854027371 Moderate

OpenStack 6.963083177 Moderate

Istio—Connect, Secure, Control, and Observe
Services 7.148583945 High
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Table 15. Cont.

Title Fault-Prone SRS Score Fault-Prone Severity Scale

Cloud Foundry 7.354436496 High

Athena Health 7.574861823 High

Cloud-based Hotel Management System 7.655315169 High

Schoology 7.969573174 High

BookingSync: Vacation Rental Software 8.10811451 High

ClassDojo 8.141719632 High

RoomKey 8.276355734 High

HotelTonight 8.395360699 High

Appointy 8.476570486 High

Cloud-based Inventory Management System 8.604541606 High

Appointlet 8.617785109 High

CareKit 8.620990908 High

Cloud-based Library Management System 8.636491715 High

Bookeo 8.857664723 High

Roomzilla: Smart Workplace Management System 8.872606448 High

Cloud-based File Sharing System 8.893145969 High

OpenMRS 9.740112994 High
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Edge/cloud applications are becoming increasingly complex as they involve dis-
tributed systems, multiple devices, and heterogeneous networks, which makes it challeng-
ing to define precise and unambiguous requirements. Many edge/cloud applications are
developed rapidly to meet fast-changing market demands; hence, the SRS may be hastily
written, leading to errors and inaccuracies that can increase the fault-proneness of the soft-
ware. Cloud computing is very complex to administrate because of the dynamism imposed
by the context, stochastic requirements depending on business changes, heterogeneous
consumers from different places and jurisdictions, distributed systems, and remote man-
agement [28]. Considering the unique requirements of edge computing when developing
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software systems, it is important that the software requirements specification (SRS) of the
system plays a major role in ensuring that the software system is designed and developed to
meet the unique requirements of the edge computing environment. Our analysis indicates
that the fault-prone software requirements specification model (FPDM) is a dependable
method for detecting fault-prone SRS in edge/cloud application development. The early
detection and resolution of these fault-prone areas using the FPDM enhances the reliability
and overall quality of the resulting application.

6. Conclusions

This paper presents a fault-prone software requirements specification detection model
that aims to detect fault-prone software requirements specifications (SRS). The model com-
prises two parts: the ambiguity classification model (ACM) and the fault-prone software
requirements specification detection model (FPDM). The ACM utilizes different deep learn-
ing algorithms. Then, the best performance algorithm is selected to classify each software
requirement as either ambiguous or clean. The ACM is capable of classifying and detecting
the presence of ambiguous requirements in the software requirements specification (SRS),
covering a range of ambiguities, including lexical, syntactic, semantic, syntax, and prag-
matic ambiguities. The FPDM then uses the key components of SRS—clarity of title and
description, presence of intended users, and classified ambiguous requirements—to detect
fault-prone SRS. The ACM achieved an accuracy of 0.9907, while the FPDM achieved an
accuracy of 0.9750. This study also explored the use of statistical-based features to improve
the performance of the FPDM, with a restriction on the number of features to prevent
overfitting and maintain accuracy. Subject matter experts were also invited to evaluate the
SRS documents for fault-proneness. The implementation of a boosting model was found to
enhance the model’s accuracy in detecting fault-prone SRS for edge/cloud applications.

Developing edge/cloud applications is becoming more challenging due to their dis-
tributed nature, heterogeneous networks, and fast-changing market demands. This com-
plexity leads to hastily written and ambiguous software requirements, increasing the
fault-proneness of the resulting software. Cloud computing’s dynamism and distributed
nature further exacerbate these challenges. Considering the distinctive software require-
ments of edge computing, the SRS plays a critical role in ensuring software systems are
developed to meet these demands. Utilizing the FPDM, faults in the SRS were detected and
resolved early, enhancing the reliability and quality of the application. In our case study,
we developed a fault-prone severity scale to assess the level of ambiguity and potential
for errors in the software requirements specification (SRS). To achieve this, we used three
formulas, namely the linear mapping function for software requirements, the ambiguity
density index (ADI), and the fault-prone SRS score. The utilization of these three formulas
allowed us to generate a reliable measure of the severity of faults in the SRS.

The continuous advancements in technology and the implementation of boosting
algorithms reduced the need for human intervention in the development of predictive
models. However, despite the potential of these algorithms to identify and reaffirm the
fault-proneness of software requirements specifications (SRS), human intervention is still
necessary to interpret the clarity and ambiguity of SRS components. The findings of this
study show that boosting algorithms and human expertise improve the accuracy and
effectiveness of fault-prone detection models in identifying and distinguishing between
ambiguous and clear software requirements and the clarity of other SRS components.
Further research is necessary to explore the implementation of boosting algorithms in the
development of predictive models to enhance the identification of clean and fault-prone
SRS documents.
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