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Abstract: Fruit Freshness categorization is crucial in the agriculture industry. A system, which
precisely assess the fruits’ freshness, is required to save labor costs related to tossing out rotten
fruits during the manufacturing stage. A subset of modern machine learning techniques, which
are known as Deep Convolution Neural Networks (DCNN), have been used to classify images
with success. There have recently been many changed CNN designs that gradually added more
layers to achieve better classification accuracy. This study proposes an efficient and accurate fruit
freshness classification method. The proposed method has several interconnected steps. After the
fruits data is gathered, data is preprocessed using color uniforming, image resizing, augmentation,
and image labelling. Later, the AlexNet model is loaded in which we use eight layers, including
five convolutional layers and three fully connected layers. Meanwhile, the transfer learning and
fine tuning of the CNN is performed. In the final stage, the softmax classifier is used for final
classification. Detailed simulations are performed on three publicly available datasets. Our proposed
model achieved highly favorable results on all three datasets in which 98.2%, 99.8%, and 99.3%,
accuracy is achieved on aforesaid datasets, respectively. In addition, our developed method is also
computationally efficient and consumes 8 ms on average to yield the final classification result.

Keywords: classification; deep learning; object detection

1. Introduction

With the rapid developments in computer vision and machine learning methods,
several algorithms have emerged that facilitate automatic object detection and recognition
of various objects [1]. These methods are also benefiting the fruit processing industries,
where classification and grading of fruits freshness are crucial for the manufactures to
produce high-quality products such as fruit juices or tin packs. In an open environment,
fruits are sensitive to numerous viruses and fungi that worry the agricultural industry
and thus result in economic pressure. Physical ordering of fruits to categorize its quality
either fresh or rotten is a laborious procedure. Thus, an automated assessment of fruit
quality is an active research topic, which is experiencing growing interest all over the
world. Recently, several works have appeared in literature that use Deep Neural Networks
(DNNs) and Convolutional Neural Networks (CNNs) to classify the fruit freshness. Fruit
freshness classification methodology is primarily inspired by pattern recognition and object
classification that ultimately produces features set in which fruits are categorized through
extensive training and learning. Multi-fruit categorization has extensive practical applica-
tions such as multi-fruit identification tools can be utilized in self-service fruit purchasing
in supermarkets. It can be handy to eliminate human selection mistakes in production lines
and hence increase efficiency. Nowadays, in agriculture, multi-fruit classification can assist
the breeding of various fruit species. Due to the extensive developments in deep learning
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architectures, computer vision-based approaches are thought to be the most intelligent and
cost-effective solutions.

Studies on object classification use various approaches, for example, Support Vector
Machines (SVMs), linear discriminant analysis, or k-nearest neighbors (k-NN) to improve
accuracy or speed [2]. Fruit freshness is a major factor in determining the quality of fruits
as it can affect their shelf life and overall nutritious value. Figure 1 shows an example of
conditions of fruit from fresh to rotten stage of apples and bananas, respectively. Therefore,
to determine the proper price, the customer must be able to identify the variety of the
fruits that are intended to be purchased. Fruit freshness classification is also crucial for
consumers, as it can help them make knowledgeable decisions about the worth of the fruit
item they are purchasing. It is also important for producers and retailers as it can help them
to accomplish inventory and ensure that their products are meeting quality standards.
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Recently, several machine learning-based methods for fruit freshness classification
have appeared in the literature [3]. Few of them use CNNs, Deep CNNs, and Faster-RCNN
to accomplish the fruits classification task [4]. The CNN models are also implemented
in a number of tasks, for instance, object detection, classification, and recognition [3].
Over the past few years, various CNN architectures have been developed, and they have
demonstrated excellent performance for image classification. Transfer learning is one of the
techniques that uses previously developed architectures on various problems to produce
more accurate results. Deep learning and machine learning techniques integrated with
transfer learning could also be used for image classification. This study investigates the
possibility of transfer learning with regard to CNN models for the quality assessment of
fruits instead of using CNN architectures from starch. In real-life, classification of fruits
is normally carried out by people that we believe is ineffective for fruit farmers and fruit
sellers. Therefore, the development of an accurate classification method is desired, which
will significantly reduce human efforts and costs. A robust fruit freshness classification
method will also reduce the industry’s production time in the agriculture domain by
correctly identifying fruit defects. Therefore, this study proposes a novel and automatic
fruit freshness classification method using fine tuning and transfer learning of the AlexNet.
The effectiveness of the proposed method is validated on three publicly available fruit
datasets. Our main contributions to this manuscript are listed below.

• We develop an automatic fruits classification method that accurately classifies whether
the fruits are fresh or rotten. Our developed method is based on transfer learning,
which uses classical convolutional architectures such as AlexNet. The introduction
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of transfer learning with the AlexNet yields higher accuracy than few of the recently
published works with much lower computational complexity.

• We propose an intelligent system that reliably recognizes fruits, for instance, apples,
bananas, and oranges, which are later categorized as either fresh or rotten classes. Au-
tomatic and timely identification of fresh and rotten fruits will enable agriculturalists
to produce large quantities of various fruits and thus put on great value to a country’s
economy.

• We report experiments on three well known and publicly available datasets in our
simulations. Our findings are encouraging as we obtain over 99% fruit freshness
classification accuracy. We are hopeful that our developed method will also be helpful
to customers in supermarkets to identify fresh fruit.

Rest of this manuscript is organized as follows. In Section 2, we briefly review the
recently developed fruits freshness classification methods. In Section 3, we describe our
developed method. While simulation results and comparisons are listed in Section 4
followed by Section 5 that concludes our findings and also hints towards the possible
future work.

2. Related Work

This section briefly discusses recent methods that aim to classify various fruits using
machine learning and image processing-based methods.

In [5], a deep learning-based method to classify fruits and vegetables is developed,
which is primarily based on the YOLOv4 model. This method initially recognizes the object
type in an image and then classifies the object either as fresh or rotten. This model also
improves the backbone of the YOLOv4 version using the Mish activation function, which
results in rapid detection of objects. In [6], researchers analyze and proposed a novel design of
computer vision-based method using deep learning with the Convolutional Neural Network
(CNN) model to detect several fruit freshness level. The specially designed CNN model
is later evaluated and extensively tested with public datasets of fruits fresh and rotten for
classification. This is a nice effort and nicely handles the fruits’ freshness level instantly.

In [7], published work focuses on classifying rotten and good apples. For the task of
apple classification, initially texture features of apples are extracted. For instance, discrete
wavelet feature, histogram of oriented gradients, and law’s texture energy along with
the gray level co-occurrence. Later, various classifiers are applied, for instance the SVM,
the k-NN, and Linear Discriminant. Researchers’ conclude that the SVM classifier yields
98.9% accuracy, which is better than few of the compared classifiers. In [8], eight deep
learning models namely AlexNet, Google Net, ResNet18, ResNet50, ResNet101, VGG16,
VGG19, and NasNetMobile are fine-tuned to assess the quality of fruits and vegetables.
The performance of deep learning models is based on the training and validation accuracy.
The model’s outcome shows that the VGG19 model reached the highest validation accuracy
over the original samples and the ResNet18 model achieved the highest validation accuracy
based on the augmented data samples. In [9], the authors investigate the maturity status of
Papaya fruit by using machine learning. To classify the fruits, the LBP, the HOG, Gray Level
co-occurrence Matrix (GLCM), SVM, K-Nearest neighbor (KNN), and Naive Bayes methods
are applied and compared. Seven pre-trained models are fine-tuned on the given dataset
of Papaya to evaluate the performance of the robust system. The K-Nearest neighbors
(KNN) with the HOG features results high accuracy with much less training rate. In [9],
authors apply deep learning model on the banana different dataset. In this work, bananas’
freshness was analyzed by transfer learning and established the relationship between
freshness and storage dates. Banana feature extraction were extracted by Google Net. The
reported classification accuracy of this model is 98.92%, which is at par with normal human
detection. In [10], authors use k-means clustering along with colors, textures, and shape
features to classify the apple freshness by investigating its disease. This work also uses
multiclass SVM during classification stage.
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In [11], a system for classifying fruits and vegetables in supermarkets is implemented,
which combines backdrop removal with a split-and-merge strategy to find fruits and veg-
etables in pictures. This model also employs color, shape, and texture as key identifying
characteristics. The feature space was condensed using the PCA. Several kernel functions,
such as the MWM-SVM, the MWV-SVM, and the DAG-SVM were used during the al-
gorithm development. The maximum accuracy of 88.2%, was attained by MWV-SVMs
utilizing Gaussian radial basis kernels. In [12], authors published a method for identifying
fruit flaws in retail. Cameras are positioned on the borders of a conveyor to capture orange
data samples. They applied color as a feature in the RGB images and also produced color
histograms. The Fisher-LDA is employed to decrease features size and to reduce noise.
Next, the orange problematic zones are found using the SVM. The trial results showed
that their proposed technique had a 96.7% recall rate. The automotive, commercial, and
agricultural industries, as well as other worldwide businesses, have all made substantial
use of it for object identification and picture categorization. Various image processing and
deep learning methods are extensively used to extract and alter supervised or unsupervised
features from several layers of non-linear data with the aim to classify objects to under-
stand its patterns [13]. In [14], the developed method employed background subtraction
modeling to handle diverse samples. They use a range of recent methods, which include
decision trees, the k-NN, the LDA, and the SVM. Simulations showed that SVM performed
better than a few techniques.

In [15], CNN is used to detect various fruits. This work is performed on a relatively
small dataset, and it produced an excellent performance by yielding 98.92% detection
accuracy. In [16], researchers compared performances of multi-task learning, domain
adaptation, and sample selection bias. They also carried out a detailed review of the method
that are used to detect and classify various objects. In [17], a deep learning-based technique
is used for the freshness classification of Hog Palm fruit. This work uses four CNN-based
models, which were fine-tuned on imageNet Dataset. The Dataset was augmented and used
for training and hyper parameter tuning for the purpose of grid search and k-fold cross
validation the results were compared in terms of different parameters listed therein. In [18],
the proposed method uses VGG16 and the CNN to extract various robust fruits features. In
this work, SVM, decision trees, and logistic regression models were also compared. The
authors concluded that the SVM the achieved highest 99% classification accuracy than the
compared methods. In [19], fruit classification was achieved by using CNN and Softmax,
which yielded 97.14% accurate classification.

The aforementioned is a brief review of the recent methods that handle fruit freshness
detection and classification problems. To achieve accurate results and to facilitate the
humans each of these works performed experiments on standard and publicly available
datasets. While a few researchers, such as [20], gathered their own dataset, which contains
sixteen different species of fruits. The methods briefly described above are a nice addition
to the research domain to tackle the fruits freshness problem. We believe that our work
is latest addition in this domain, which aims to achieve high fruit freshness classification
of different fruits. Our study indicates that machine learning algorithms are helpful to
determine the freshness of perishable items, such as fruits as well vegetables. In addition,
deep learning models focus to extract features. Ultimately, as we will see in the results
section that testing the data on unseen data is a good indicator of the performance of the
developed method. Below we detail our developed method.

3. Methodology

Our developed method has various interconnected modules as shown in Figure 2.
Below, we describe the various modules that are used in our developed algorithm.
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Figure 2. Flow of our developed method.

3.1. Data Collection

To develop our fruits freshness classification method, we acquire different fruits
images data from Kaggle (www.kaggle.com, accessed on 5 June 2023). The Kaggle is a
publicly available dataset and contains different classes of various fruits such as apples,
bananas, or oranges. The fruits image dataset provided by Kaggle contains three kinds of
fresh and rotten images. Moreover, the fruit dataset contains images in separate files, such
as fresh apples, fresh bananas, fresh, oranges, rotten apples, rotten bananas, and rotten
oranges. A few of such sample fruits images are shown in Figure 2. These images are now
pre-processed by the next module.

3.2. Pre-Processing

Data pre-processing is conducted earlier than data manipulation to fit the data for
Convolutional Neural Network (CNN) and various filters are employed therein. In our
method, we performed the pre-processing in following manner.

Color Uniformity: To maintain uniformity, we process all images in the RGB domain.
This essentially creates uniformity in each channel of the image.

Image Resizing: Since, the original dataset contains colored images of different fruits
in several formats and sizes. Therefore, we resize images one by one and label it and store
in separate directory. Hence, we resize images to 227 × 227 × 3.

Image Augmentation: Augmentation is conducted by flipping all images to x-axis and
randomly rotating images. In our work, augmentation is conducted in parallel where each
image was rotated at 90◦, 180◦, and 270◦. Hence, each image created three new images,
which made the size of dataset four times its original size shown in Figure 3.

Image Labeling: Finally, the converted dataset is labelled according to each class they
belong. Training and testing on the test set are conducted concurrently with validation.
Meanwhile, the string labels were also changed into numeric format, which later helps

www.kaggle.com
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the employed models to accurately predict the true labels. The pre-processed data is now
further manipulated as listed below.
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3.3. Data Manipulation

During this phase, each image in the dataset was remodeled into a single size and
scale. We observe that this strategy maintained significant data uniformity. As shown in
Figure 4, we split the pre-processed datasets into three parts, which are validation, train set,
and test set. In our work, 80% of the data is used for training, 10% for validation, and 10%
is used in the test phase. We also state that in each class 100 images were taken randomly.
Out of these 85 images of the single object contains the plane background. While 15 images
of multiple objects contain complex background.

Appl. Sci. 2023, 13, x FOR PEER REVIEW 6 of 18 
 

image was rotated at 90°, 180°, and 270°. Hence, each image created three new images, 

which made the size of dataset four times its original size shown in Figure 3. 

Image Labeling: Finally, the converted dataset is labelled according to each class they 

belong. Training and testing on the test set are conducted concurrently with validation. 

Meanwhile, the string labels were also changed into numeric format, which later helps the 

employed models to accurately predict the true labels. The pre-processed data is now fur-

ther manipulated as listed below. 

 

Figure 3. Image Augmentation by flipping. 

3.3. Data Manipulation 

During this phase, each image in the dataset was remodeled into a single size and 

scale. We observe that this strategy maintained significant data uniformity. As shown in 

Figure 4, we split the pre-processed datasets into three parts, which are validation, train 

set, and test set. In our work, 80% of the data is used for training, 10% for validation, and 

10% is used in the test phase. We also state that in each class 100 images were taken ran-

domly. Out of these 85 images of the single object contains the plane background. While 

15 images of multiple objects contain complex background. 

 

Figure 4. Few sample images of fresh and rotten fruits and vegetables. 

3.4. AlexNet Architecture 

This is an eight layers weighted model in which the first five are convolutional layers, 

while the remaining three are fully connected layers [21]. In AlexNet architecture, first 

layer processes the input image resolution of 150 × 150 × 3 and applies 96 convolutional 

filters 11 × 11 resolution. The output of first layer is processed as the input of the second 

layer and 256 convolutional filters of 5 × 5 resolution. Moreover, third and fourth layers 

apply 384 convolutional filters with a resolution of 3 × 3. While the 5th convolutional layer 

Figure 4. Few sample images of fresh and rotten fruits and vegetables.

3.4. AlexNet Architecture

This is an eight layers weighted model in which the first five are convolutional layers,
while the remaining three are fully connected layers [21]. In AlexNet architecture, first
layer processes the input image resolution of 150 × 150 × 3 and applies 96 convolutional
filters 11 × 11 resolution. The output of first layer is processed as the input of the second
layer and 256 convolutional filters of 5 × 5 resolution. Moreover, third and fourth layers
apply 384 convolutional filters with a resolution of 3 × 3. While the 5th convolutional layer
applies 256 kernels of 3 × 3 resolution. In AlexNet, all five layers apply maximum pooling
of 2 × 2 resolution through batch normalization. The selection of an appropriate activation
function encourages us to improve the accuracy of our method. Hence, while choosing the
activation function, we make sure that the gradient function converges quickly and also at
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the infinity of the activation function is not 0. In our work, the ReLU activation function
and its derivate are shown in Equations (1) and (2), respectively.

f (x) = max(0, x), (1)

f ′(x) =
{

1,
0,

i f x > 0
otherwise

. (2)

Equation (2) indicates that the derivative of the ReLU function is continually equal
to 1 during the positive half-axis of x, and is constantly 0 during the negative half-axis of
x. The ReLU function is used in the first five convolutional layers. In addition, the output
from the first five layers is passed to three fully connected layers in which the first two fully
connected layers contain 4096 units, and the last fully connected layer comprises 1000 units.
Final output layer applies the Softmax activation function and consists of 6 units. After the
AlexNet processes the data, in next step, transfer learning is performed as described below.

3.5. Transfer Learning of the CNN

The CNNs are networks that filter inputs for relevant information using constitutional
layers. Constitutional filters along with the CNN layers are used to find neurons outputs
that are linked to specific local input areas. It aids in the extraction of spatial and temporal
visual characteristics. The CNN correctly extracts features from the input image of the
given Dataset. There are three key components in the CNN, which are a convolution layer
that learns features max pooling, which reduces the dimensionality, and finally, a fully
connected layer that classifies the input image.

Transfer learning or knowledge transfer is a technique in which we use pre-trained
network as a starting point to solve specified classification problems. During the transfer
learning phase, we replaced a few upper layers of a fixed model base and added new layers.
While a final layer of the output is replaced with the required classes and for fine tuning
some of the parameters are changed such as epochs, size, and learning rate to achieve better
performance. The parameters used for the experiments were set as:

No. of epochs = 10, Batch size = 32, and Learning rate = 10−5.

3.6. SoftMax Classifier

Softmax or multinomial logistic regression has a unique advantage to deal the N-
dimensional vectors. The Softmax is widely used in diverse fields including deep learning
for various objects classification [22]. The Softmax classifier determines the probability of
extracted vectors for classification. For the same data set, it gives the sum of the probability
equal to 1 for all vectors as indicated by Equation (3).

f j(z) =
ezj

∑k ezk , (3)

where z is the input vector obtained from fine-tuned network in previous stage. These
results are mapped to the probability domain from the exponential domain. We select
Softmax loss function for fruits classification. Our study indicates that this Softmax function
has good performance and converges quickly. Mathematically, the Softmax loss function is
modelled as shown in Equation (4).

LossSo f tmax =
1
N ∑i −log

ezyi

∑j ezj , (4)

where N represents the output value of last fully connected layer of the correct class (yi).
Moreover, zj is the output value of the last fully connected layer of the jth class.
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Equations (3) and (4) indicate that the LossSo f tmax function uses the data from correct
labels and maximizes the possibility of data. Meanwhile, it also ignores the information
from the prevailing incorrect labels. Algorithm 1 shows the pseudo cod of our developed
method. Algorithm 1 indicates that the fruits images, which are obtained from the Kaggle
dataset, are pre-processed as described in the above section. In Algorithm 1, from lines (2)
to (8) the gathered data is processed, which is later fed to the deep learning models. The
data processed in initial stage is now processed by the AlexNet model as indicated in
lines (9) to (15). During the AlexNet operation, all the eight layers are used. For first five
convolution layers, the ReLU activation function is used. The other layers are utilized
as described in above section. From lines (15) to (20), transfer learning of the CNN is
performed. Meanwhile, the CNN is fine tuned in which epochs, batch sizes, and learning
rate is set as shown in lines (18) and (19) of Algorithm 1.

Algorithm 1: Pseudocode of fruits freshness classification method

1. Input: Obtain colored fruits images
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5. Process uni-channel images and make uniform image resizing.
6. Perform image augmentation and image labeling.
7. Perform data manipulation.
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Isolate into validation, train, and
test set.

8. end
9. begin
10. Load AlexNet model
11. Activate 8-layers including 5 conv layers and 3 fully connected layers.
12. Use ReLU for first 5 conv layers.
13. Process and utilize 8-layers as depicted in Section 3.4.
14. end
15. begin
16. Transfer learning of the CNN
17. Apply fine tuning and set the parameters as:
18. Epochs = 10 and Batch size = 32,
19. Set the learn rate = 10−5

20. end
21. Apply softmax classifier:
22. Use Equations (1) and (2) for classification tasks.
23. Output: Final classification result:
24. Fresh fruit or Rotten fruit

In the final stages, the softmax classifier is used to predict the final status of the fruit. It
will be shown in next section that our developed method is robust and accurately classifies
the fruit condition instantly. Moreover, the steps shown in Algorithm 1 are simple and easy
for readers to follow. In section below, we detail our findings along with useful images. In
addition, we also discuss our observations during algorithm development stages.

4. Simulation Results

This section lists the experimental setup, used datasets brief description, fruits classifi-
cation results, discussion, and observations in detail.

4.1. System Specifications and Experimental Setup

Our developed algorithm was executed on an Intel® NY USA Core I-i53550 machine,
which has a CPU@3.30 GHz along with the facility of a NVIDIA GTX1080 graphics card.
The aforesaid machine has 16 GB of RAM, which is sufficient to investigate the fruits
freshness classification results that are yielded by our developed algorithm. Moreover,
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Table 1 lists the parameters and experimental setup that is used throughout the simulations
during the transfer learning of the CNN. As shown in Table 1, during our all simulations,
the SGDM optimizer is used along with a learning rate of 10−5. The L2 regularization
was used in our method. Moreover, the validation frequency was set to 50 along with
epochs and batch size were set to 10 and 32, respectively. The data was shuffled after the
completion of every epoch. To achieve the classification output in a reasonable time, the
pace of the momentum was set to 0.9. Training and test image resolution is 227 × 227 pixels.

Table 1. Experimental setup during simulations.

Parameter Simulation Environment

Training/test image resolution 227 × 227 pixels

Optimizer SGDM

Learning Rate 0.0001

Validation frequency 50

Epochs 10

Batch Size 32

L2 Regularization 0.0001

Gradient Threshold Method L2norm

Gradient Threshold Inf

Validation Patience Inf

Shuffle Every-epoch

Momentum 0.9

In sections below, we describe the details of the datasets that we used during our
algorithm execution along with detailed qualitative and quantitative analysis. For each
of these sections, a detailed discussion is also carried out along with our findings and
recommendations.

4.2. Datasets Description

To simulate and validate our developed fruits freshness classification method, we choose
three publicly available datasets. Below, we briefly present the details of each of the dataset.

Dataset 1: This data set contains 12,000 diverse images of fresh and rotten categories of
fruits and vegetables [5]. Specifically, this dataset contains ten different classes. Prominent
categories of fruits gathered in this dataset are apple, banana, orange, mango, strawberry,
potato, carrot, tomato, cucumber, and bell peper. Each of the fresh categories in this dataset
contain at least 600 images, while the rotten category contains minimum of 500 images. A
few of the sample images from this dataset are shown in Figure 4.

Dataset 2: This data set contains total of 13,346 images of fresh and rotten fruits [19].
The foremost categories of this dataset are total of 6 classes, out of which are 3 classes for
each fresh and rotten for apple, orange, and banana. Table 2 depicts the details of this dataset.
From Table 2, it is clear that for fresh fruits category of apple, orange, and banana, this dataset
contains at least 1400 images. While the rotten categories of apple and orange contain over
2200 images. Rotten banana in this case has the least gathering of 1595 bananas.

Dataset 3: This data set contains total of 3200 images in a duration of two weeks
in March 2022 [20]. This dataset has been organized into 16 major classes, which are
fresh and rotten grapes, fresh and rotten guavas, fresh and rotten jujubes, fresh and rot-
ten pomegranates, fresh and rotten strawberry, fresh and rotten apples, fresh and rotten
bananas, and fresh and rotten oranges. Few sample images of this dataset are shown in
Figure 5. Developers of this dataset also provided the augmented images of these classes,
which result in a total of 12,335 images.
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Table 2. Statistics in Dataset 2.

Classes Training Testing

Fresh Apple 1693 394

Fresh Orange 1581 381

Fresh Banana 1466 388

Rotten Apple 2342 478

Rotten Orange 2224 436

Rotten Banana 1595 368

Total 10,901 2445
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4.3. Evaluation Parameters

In our method, we use two well-known parameters, which are theaccuracy and
confusion matrix as briefly described below.

Confusion Matrix: it is a popular parameter that assesses the effectiveness of any
classification model. Normally, a confusion matrix is a square matrix, which indicates the
predicted classes against the actual classes. The rows in a confusion matrix denote true class
labels, while columns indicate predicted class labels. In our work, we use the confusion
matrix for each of the three datasets to analyze the performance of our developed fruits
freshness classification method. A confusion matrix provides us the flexibility to compute
several classification performance matrix, such as Accuracy, as described below.

Accuracy: it is a well-known parameter and is widely used in classification and
recognition related tasks. In our work, we believe that Accuracy is a good indicator to
evaluate our developed classification method as it is extensively used to measure the pixels,
which are correctly classified by any model. Mathematical accuracy is formulated as shown
by Equation (5)

Accuracy =
True Positives + True Negitives

True Positives + True Negitives + False Positives + False Negitives
, (5)

where True Positives and True Negatives belong to the true fruits positive and negative
classes, respectively. While False Positives are fruits that are incorrectly classified as
positives and False Negatives are fruits, which are incorrectly classified as negatives.

4.4. Fruits Classification Analysis

In this section, we discuss in detail the performance of our developed method through
confusion matrixes for each of the datasets described earlier. For Dataset 1, Figure 6 shows
our developed classifier’s performance through a confusion matrix. The diagonal in the con-
fusion matrix indicates true positives or actual values and shows the classification accuracy,
which is achieved by our developed method. As discussed earlier that Dataset 1 contains
20 classes in which each of the fresh and rotten classes contains 10 items, respectively. For
each of the fresh categories of apple, banana, and mango, 100% classification accuracy is
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obtained. Whereas for the fresh categories of orange and strawberry, our proposed method
yields 99% accuracy.
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For the rotten categories of banana and strawberry, our classification method yields
100% accuracy. While for the aforesaid categories of apple, mango, and orange, our
developed method yields 97%, 99%, and 98% classification accuracy, respectively. We note
that once the training of the CNN is completed almost 98.2% classification accuracy is
obtained immediately. Figure 6 also shows the accuracy of fresh and rotten vegetables,
such as bell pepper, carrot, cucumber, potato, and tomato, respectively. Since our method
is confined to fruit categories only, therefore, we believe that this provided accuracy
comparison is useful for the research community.

Figure 7 shows the classification accuracy obtained by our developed method on
Dataset 2. Since this dataset contains total of three fruits with six classes. As shown
in the diagonal of Figure 7 that for each of the fresh apple, banana, and orange our
developed method obtains 99.2%, 100%, and 99.7% accuracy, respectively. Similarly, for the
rotten categories of these fruits, our proposed algorithm obtains 99.8%, 100%, and 99.7%
classification accuracy for apple, banana, and orange, respectively. We believe that these
findings are useful and encouraging. In the future, many food industries might also benefit
from our findings.
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Figure 7. Confusion matrix for Dataset-2.

In our series of experiments, Figure 8 reports our experiments on Dataset 3, which was
briefly described earlier. This is a huge dataset and contains several classes. As can be seen
in Figure 8, for fresh categories of apple, banana, guava, jujube, orange, pomegranate, and
strawberry, our developed method yields 100% classification accuracy. Moreover, for fresh
category of grape, our developed algorithm yields 96% classification accuracy. Similarly, for
the rotten categories of the aforementioned fruits, 100% classification accuracy is obtained
for apple, banana, grape, orange, and strawberry. We are optimistic that our findings are
encouraging and useful.
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4.5. Comparison

In this section, we present the comparison of our developed method with several
other methods on same datasets. We compare our work with three recently reported
fruit freshness classification methods [5,19,20,23–25]. For fair comparison, we use the same
training strategy as reported by above-described methods. Table 3 shows the mean accuracy
comparison. From Table 3, a few important observations are listed below.

• On Dataset 1, the YOLO based method [5] reports 97% fruit freshness classification
accuracy. On this dataset, our proposed method yields 98.2% classification accuracy.

• On Dataset 2, our developed method yields 99.8% classification accuracy and beats all
the compared methods. In this dataset, the ResNet-50 based method [24] also reported
an encouraging classification accuracy of 98.89%. Moreover, dataset [20] reported
detailed classification results by implementing several architectures with the mean
outcome of 88.77% fruit freshness classification.

• In [25], Dataset 3 is introduced. To the best of our knowledge, none of the work
reports accuracy on this dataset. On this dataset, our developed method yields 99.3%
fruit freshness classification. On the whole, our developed method achieves a mean
accuracy of 99.1% on all three fruits datasets.

• We believe that our findings are encouraging and will be useful for various fruit
packing industries. At advanced level, our method can also be used to know the fruits
freshness level when they are growing with the tree.

Table 3. Mean accuracy (%) comparison.

Method
Datasets

Dataset 1 Dataset 2 Dataset 3

[5] Improved YOLO 97% – –

[19] Trained CNN – 97.14% –

[20]

MobileNetV2 _ 88.62% –

ResNet50 _ 73.26% –

VGG16 _ 96.10% –

InceptionV3 _ 97.10% –

Mean
Accuracy [20] 88.77%

[23]
Compare different feature

extraction techniques
classification through SVM

_ 97.61% _

[24] Freshness classification
using RESNET50 _ 98.89% _

[25] CNN + ResNet50 _ _
Pioneered to

introduce this
dataset.

Proposed Method 98.2% 99.8% 99.3%

4.6. Discussion

The points discussed above give good insight about the fruit freshness classification
performance of our developed method. However, the discussion below sheds more light
on the performance of our developed algorithm.

• Our study indicates that different networks achieve diverse accuracy outcomes
on different algorithms. The MobileNetV2 trained by [20] on Dataset 2 achieves
97.14% classification accuracy. Whereas VGG16 and InceptionV3 achieve 96.10%
and 97.10% classification accuracy, respectively. On Dataset 2, the ResNet50
achieved the lowest classification accuracy of 73.26%.
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• Our method in general performs well on all the three datasets and achieves at least
98% classification accuracy as reported on Dataset 2 and also shown in Table 3. We
believe that for Dataset 2, our proposed method has almost solved the fruit freshness
classification problem by achieving the 99.8% accuracy.

• In general, all the compared methods perform well to handle the fruits freshness
classification challenge and achieve at least 88% accuracy. One of the reasons for our
developed method’s superior performance is employment of data augmentation in pre-
processing stage, which significantly mitigates overfitting on small datasets. Similarly,
while using the pre-trained CNN architecture model and replacing the last layer
with required targeted class also are reasons for our model’s superior classification
performance.

• Our method achieves high accuracy and outperforms several recently published
works [5,19,20,23–25] due to intelligent selection of the AlexNet architecture. Our study
indicates that the training time of AlexNet architecture is five times faster as compared
to others deeper architecture speed. Moreover, the AlexNet is computationally efficient
and does not require high performance workstation [26]. Similarly, in presence of
other functions, for instance, tanh, logistic, arctan, or Sigmoid as activation functions,
the AlexNet uses the ReLU activation function that drastically reduces likelihood of
vanishing gradient problem.

• The layers in the AlexNet architecture contains more filters and each convolution layer
is followed by a pooling layer. Such characteristics motivated us to utilize the AlexNet
to address the fruits classification problem. Similarly, rotation and augmentation
procedure as described in Section 3 increases the fruits images that ultimately resulted
in good training of the AlexNet architecture, which later yields high accuracy.

• Recently published works, for instance, refs. [26–31] could also be investigated to de-
velop a more robust fruits freshness classification method. Similarly, few of the [32,33]
could also be investigated and optimized to develop a more robust and accurate
algorithm that can detect and classify large species of several fruits.

4.7. Limitations

Although our proposed method achieves promising results in the aforementioned
datasets. However, for the research community below, we briefly discuss the limitations
faced by our developed algorithm.

• Since our method uses the AlexNet architecture, during the preprocessing stage our
method consumes a bit more time.

• Since the AlexNet model was pre-trained on ImageNet dataset, which consists of
1000 object categories. Therefore, the model’s performance and features are biased
towards the visual patterns and objects that are present in the dataset. If the targeted
class is significantly different from ImageNet dataset, then the pretrained feature may
not generalize well, which ultimately leads to the reduced performance.

• The robustness of transfer learning depends on the similarity between the pre-training
dataset and the target dataset. The AlexNet was trained on a large-scale dataset with
millions of labeled images. If the target dataset is small or significantly different in
terms of image content, style, or domain, then the pre-trained features may not capture
the relevant patterns, which will also result in reduced classification performance.

• We observe that fruit classification remains a difficult task for a machine learning
algorithm due to several reasons. For example, fruits shape, colors, and texture
similarity among various fruits species. Moreover, high variations in a single fruit
class that is dependent on fruit maturity phase, and the actual condition when some
fruit is presented such as fruits placed inside plastic bags, sliced, or unpicked from
farm. In such scenarios, our developed method might struggle to accurately classify
the fruits freshness.
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4.8. Computational Complexity

In Figure 9, we show the computational complexity of our developed method. We
work in three different databases in fresh and rotten fruit datasets. Training took almost
67 h on all three datasets. For Dataset 1, training took 31 h on 32,667 images and tests
images are 1000. While for Dataset 2, almost 17 h were consumed on 10,901 images and
tests images are 2445. Finally, for Dataset 3, our method consumed 19 h with 12,335 images
and tests images are 1600. As shown in Figure 9 in Dataset 1, test image consumes almost
8 ms to yield the final classification output. Similarly, for Dataset 2, slightly over 13 ms are
consumed to obtain the final output. Our method requires almost 10 ms to yield the final
classification result on Dataset 3. As shown in the last tower in Figure 9, on the average,
our method requires almost 8.8 ms to yield the final classification result.
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5. Conclusions

This paper focused on the use of a deep convolutional neural networks model to
propose a fully automated fruit freshness classification method. To check the quality
standard of fruit, the consumer first manually checks the freshness of the fruit. We used
transfer learning of CNN model AlexNet to develop a robust to assess the quality of
fruits. We changed some hyper parameters while fine-tuning and obtained an enhanced
performance of our algorithm. We also varied other parameters, such as learning rate and
batch size. We achieved higher accuracy with our fine-tuned CNN model through transfer
learning produce. Our proposed model achieved an average accuracy of 99% on three
publicly available fruits datasets.

In the future, we aim to increase the variety of fruits so that the farmers will easily
judge fresh and rotten fruit. This will essentially help them to purchase better quality fruits
from the market. We also intend to develop a user-friendly mobile application that will
display the classification results of more fruits and vegetables. Moreover, we also aim to
generalize the evaluation of our developed method on more classes such as extra vegetable
species. Furthermore, we also aim to investigate the effects of different parameters, for
instance, the activation function, pooling function optimization, and a loss function. Finally,
to handle the execution of complex machine learning and deep learning-based methods,
our method can also be deployed into a cloud-based framework.



Appl. Sci. 2023, 13, 8087 16 of 17

Author Contributions: Conceptualization, U.A. and Z.M.; methodology, U.A.; software, U.A., M.I.S.,
A.S., M.S., U.K. and Z.M.; validation, U.A.; formal analysis, U.A., M.I.S., A.S., M.S., U.K. and Z.M.;
investigation, U.A. and Z.M.; resources, U.A., M.I.S., A.S., M.S., U.K. and Z.M.; data curation, U.A.;
writing—original draft preparation, U.A., M.I.S., A.S., M.S., U.K. and Z.M.; writing—review and
editing, U.A., M.I.S., A.S., M.S., U.K. and Z.M.; visualization, U.A. and Z.M.; supervision, Z.M.; project
administration, Z.M. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Kazi, A.; Panda, S.P. Determining the freshness of fruits in the food industry by image classification using transfer learning.

Multimedia Tools Appl. 2022, 81, 7611–7624. [CrossRef]
2. Mahmood, Z.; Muhammad, N.; Bibi, N.; Ali, T. A review on state-of-the-art face recognition approaches. Fractals Complex Geom.

Patterns Scaling Nat. Soc. 2017, 25, 1750025. [CrossRef]
3. Fu, Y.; Nguyen, M.; Yan, W.Q. Grading Methods for Fruit Freshness Based on Deep Learning. SN Comput. Sci. 2022, 3, 264.

[CrossRef]
4. Wan, S.; Goudos, S. Faster R-CNN for multi-class fruit detection using a robotic vision system. Comput. Networks 2019, 168,

107036. [CrossRef]
5. Mukhiddinov, M.; Muminov, A.; Cho, J. Improved Classification Approach for Fruits and Vegetables Freshness Based on Deep

Learning. Sensors 2022, 22, 8192. [CrossRef]
6. Valentino, F.; Cenggoro, T.W.; Pardamean, B. A design of deep learning experimentation for fruit freshness detection. IOP Conf.

Ser. Earth Environ. Sci. 2021, 794, 012110. [CrossRef]
7. Singh, S.; Singh, N.P. Machine learning-based classification of good and rotten apple. In Recent Trends in Communication, Computing,

and Electronics: Select Proceedings of IC3E 2018; Springer: Singapore, 2019; pp. 377–386.
8. Turaev, S.; Abd Almisreb, A.; Saleh, M.A. Application of transfer learning for fruits and vegetable quality assessment. In

Proceedings of the 2020 14th International Conference on Innovations in Information Technology (IIT), Virtual Conference, 17–18
November 2020.

9. Ni, J.; Gao, J.; Deng, L.; Han, Z. Monitoring the Change Process of Banana Freshness by GoogLeNet. IEEE Access 2020, 8,
228369–228376. [CrossRef]

10. Dubey, S.R.; Jalal, A.S. Apple disease classification using color, texture and shape features from images. Signal Image Video Process.
2016, 10, 819–826. [CrossRef]

11. Zhang, Y.; Wu, L. Classification of fruits using computer vision and a multiclass support vector machine. Sensors 2012, 12,
12489–12505. [CrossRef]

12. Wang, L.; Li, A.; Tian, X. Detection of fruit skin defects using machine vision system. In Proceedings of the 2013 Sixth International
Conference on Business Intelligence and Financial Engineering, Hangzhou, China, 14–16 November 2013; pp. 44–48.

13. Dubey Ram, S.; Jalal, A.S. Application of image processing in fruit and vegetable analysis: A review. J. Intell. Syst. 2015, 24,
405–424. [CrossRef]

14. Rocha, A.; Hauagge, D.C.; Wainer, J.; Goldenstein, S. Automatic fruit and vegetable classification from images. Comput. Electron.
Agric. 2010, 70, 96–104. [CrossRef]

15. Akçay, S.; Kundegorski, M.E.; Devereux, M.; Breckon, T.P. Transfer learning using convolutional neural networks for object
classification within X-ray baggage security imagery. In Proceedings of the 2016 IEEE International Conference on Image
Processing (ICIP), Phoenix, AZ, USA, 25–28 September 2016.

16. Pan, S.J.; Yang, Q. A survey on transfer learning. IEEE Trans. Knowl. Data Eng. 2009, 22, 1345–1359. [CrossRef]
17. Arunachalaeshwaran, V.R.; Mahdi, H.F.; Choudhury, T.; Sarkar, T.; Bhuyan, B.P. Freshness classification of hog plum fruit using

deep learning. In Proceedings of the 2022 International Congress on Human-Computer Interaction, Optimization and Robotic
Applications (HORA), Ankara, Turkey, 9–11 June 2022.

18. Mehta, D.; Choudhury, T.; Sehgal, S.; Sarkar, T. Fruit Quality Analysis using modern Computer Vision Methodologies. In
Proceedings of the 2021 IEEE Madras Section Conference (MASCON), Chennai, India, 27–28 August 2021.

19. Kumar, T.B.; Prashar, D.; Vaidya, G.; Kumar, V.; Kumar, S.D.; Sammy, F. A Novel Model to Detect and Classify Fresh and Damaged
Fruits to Reduce Food Waste Using a Deep Learning Technique. J. Food Qual. 2022, 2022, 4661108. [CrossRef]

https://doi.org/10.1007/s11042-022-12150-5
https://doi.org/10.1142/S0218348X17500256
https://doi.org/10.1007/s42979-022-01152-7
https://doi.org/10.1016/j.comnet.2019.107036
https://doi.org/10.3390/s22218192
https://doi.org/10.1088/1755-1315/794/1/012110
https://doi.org/10.1109/ACCESS.2020.3045394
https://doi.org/10.1007/s11760-015-0821-1
https://doi.org/10.3390/s120912489
https://doi.org/10.1515/jisys-2014-0079
https://doi.org/10.1016/j.compag.2009.09.002
https://doi.org/10.1109/TKDE.2009.191
https://doi.org/10.1155/2022/4661108


Appl. Sci. 2023, 13, 8087 17 of 17

20. Nerella, J.T.; Nippulapalli, V.K.; Nancharla, S.; Vellanki, L.P.; Suhasini, P.S. Performance Comparison of Deep Learning Techniques
for Classification of Fruits as Fresh and Rotten. In Proceedings of the 2023 International Conference on Recent Advances in
Electrical, Electronics, Ubiquitous Communication, and Computational Intelligence (RAEEUCCI), Chennai, India, 19–21 April
2023; pp. 1–6.

21. Sultana, N.; Jahan, M.; Uddin, M.S. An extensive dataset for successful recognition of fresh and rotten fruits. Data Brief 2022, 44,
108552. [CrossRef] [PubMed]

22. Enciso-Aragón, C.J.; Pachón-Suescún, C.G.; Jimenez-Moreno, R. Quality control system by means of CNN and fuzzy systems. Int.
J. Appl. Eng. Res. 2018, 13, 12846–12853.

23. Zhu, Q.; Zu, X. A Softmax-Free Loss Function Based on Predefined Optimal-Distribution of Latent Features for Deep Learning
Classifier. IEEE Trans. Circuits Syst. Video Technol. 2022, 33, 1386–1397. [CrossRef]

24. Karakaya, D.; Ulucan, O.; Turkan, M. A comparative analysis on fruit freshness classification. In Proceedings of the 2019
Innovations in Intelligent Systems and Applications Conference (ASYU), Izmir, Turkey, 31 October–2 November 2019; pp. 1–4.

25. Foong, C.C.; Meng, G.K.; Tze, L.L. Convolutional neural network based rotten fruit detection using resnet50. In Proceedings
of the 2021 IEEE 12th Control and System Graduate Research Colloquium (ICSGRC), Shah Alam, Malaysia, 7 August 2021;
pp. 75–80.

26. Hosny, K.M.; Kassem, M.A.; Foaud, M.M. Classification of skin lesions using transfer learning and augmentation with Alex-net.
PLoS ONE 2019, 14, e0217293. [CrossRef]

27. Kang, J.; Gwak, J. Ensemble of multi-task deep convolutional neural networks using transfer learning for fruit freshness
classification. Multimed. Tools Appl. 2022, 81, 22355–22377. [CrossRef]

28. Jawad, K.; Mahto, R.; Das, A.; Ahmed, S.U.; Aziz, R.M.; Kumar, P. Novel Cuckoo Search-Based Metaheuristic Approach for Deep
Learning Prediction of Depression. Appl. Sci. 2023, 13, 5322. [CrossRef]

29. Aziz, R.M.; Joshi, A.A.; Kumar, K.; Gaani, A.H. Hybrid Feature Selection Techniques Utilizing Soft Computing Methods for
Cancer Data. In Computational and Analytic Methods in Biological Sciences; River Publishers: Aalborg, Denmark, 2023; pp. 23–39.

30. Yaqoob, A.; Aziz, R.M.; Verma, N.K.; Lalwani, P.; Makrariya, A.; Kumar, P. A review on nature-inspired algorithms for cancer
disease prediction and classification. Mathematics 2023, 11, 1081. [CrossRef]

31. Aziz, R.M. Cuckoo search-based optimization for cancer classification: A new hybrid approach. J. Comput. Biol. 2022, 29, 565–584.
[CrossRef] [PubMed]

32. Sultan, F.; Khan, K.; Shah, Y.A.; Shahzad, M.; Khan, U.; Mahmood, Z. Towards Automatic License Plate Recognition in Challenging
Conditions. Appl. Sci. 2023, 13, 3956. [CrossRef]

33. Farid, A.; Hussain, F.; Khan, K.; Shahzad, M.; Khan, U.; Mahmood, Z. A Fast and Accurate Real-Time Vehicle Detection Method
Using Deep Learning for Unconstrained Environments. Appl. Sci. 2023, 13, 3059. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

https://doi.org/10.1016/j.dib.2022.108552
https://www.ncbi.nlm.nih.gov/pubmed/36111284
https://doi.org/10.1109/TCSVT.2022.3212426
https://doi.org/10.1371/journal.pone.0217293
https://doi.org/10.1007/s11042-021-11282-4
https://doi.org/10.3390/app13095322
https://doi.org/10.3390/math11051081
https://doi.org/10.1089/cmb.2021.0410
https://www.ncbi.nlm.nih.gov/pubmed/35527646
https://doi.org/10.3390/app13063956
https://doi.org/10.3390/app13053059

	Introduction 
	Related Work 
	Methodology 
	Data Collection 
	Pre-Processing 
	Data Manipulation 
	AlexNet Architecture 
	Transfer Learning of the CNN 
	SoftMax Classifier 

	Simulation Results 
	System Specifications and Experimental Setup 
	Datasets Description 
	Evaluation Parameters 
	Fruits Classification Analysis 
	Comparison 
	Discussion 
	Limitations 
	Computational Complexity 

	Conclusions 
	References

