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Abstract: A current big challenge for developed or developing countries is how to keep large-scale
transportation infrastructure networks operational under all conditions. Network extensions and
budgetary constraints for maintenance purposes are among the main factors that make transportation
network management a non-trivial task. On the other hand, the high number of parameters affecting
the stability condition of engineered slopes makes their assessment even more complex and difficult
to accomplish. Aiming to help achieve the more efficient management of such an important element
of modern society, a first attempt at the development of a classification system for rock and soil
cuttings, as well as embankments based on visual features, was made in this paper using soft
computing algorithms. The achieved results, although interesting, nevertheless have some important
limitations to their successful use as auxiliary tools for transportation network management tasks.
Accordingly, we carried out new experiments through the combination of modern optimization and
soft computing algorithms. Thus, one of the main challenges to overcome is related to the selection of
the best set of input features for a feedforward neural network for earthwork hazard category (EHC)
identification. We applied a genetic algorithm (GA) for this purpose. Another challenging task is
related to the asymmetric distribution of the data (since typically good conditions are much more
common than bad ones). To address this question, three training sampling approaches were explored:
no resampling, the synthetic minority oversampling technique (SMOTE), and oversampling. Some
relevant observations were taken from the optimization process, namely, the identification of which
variables are more frequently selected for EHC identification. After finding the most efficient models,
a detailed sensitivity analysis was applied over the selected models, allowing us to measure the
relative importance of each attribute in EHC identification.

Keywords: slope stability condition; soft computing; genetic algorithms; imbalanced data

1. Motivation and Background

Transportation infrastructures are a key and strategic asset in our day-to-day life.
In fact, nations frequently spend money maintaining or improving their transportation
networks in an effort to create more secure and effective infrastructure. The main issue
currently facing nations with highly developed transportation systems is how to keep it
running in all circumstances. How to identify the crucial network components that need
funding to be allocated for their upkeep or repair is a crucial issue from the perspective
of managing a transportation network. As a result, and in order to maximize the budget
that is available, decision support tools are needed to assist decision makers in identifying
such key network components and selecting the optimal course of action for allocating
the budget that is available. Slopes are possibly the component in the framework of
transportation networks, particularly for railways, for which their failure can have the
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largest effects on a number of levels, including potentially significant economic damage
and loss of life. As a result, it is critical to create techniques to spot possible issues before
they become failures.

Many models and approaches have been proposed over time to identify slope failures.
However, since the majority were designed for natural slopes, they have considerable
drawbacks when used on constructed (human-made) slopes. Additionally, they have
limited network level applicability because the majority of the current systems were devel-
oped using small databases or based on individual case studies. The need for data from
complex tests or costly monitoring systems represents an extra obstacle to the application
of the majority of current slope stability assessment systems. Below, we summarize some
approaches found in the literature for slope failure detection.

The current methods for evaluating slope stability were compiled by Pourkhosravani
and Kalantari [1], which they classify as limit equilibrium (LE) methods, numerical analysis
methods, artificial neural networks, and limit analysis methods. Recently, Ullaha et al. [2]
also published a brief review of the actual methods for slope stability assessments, hav-
ing dived them into five distinct groups instead of four. Among all these approaches,
the literature has emphasizedthe finite elements methods [3], reliability analysis [4,5],
and those approaches based on machine learning algorithms [6–25]. More recently, some
new approaches have been proposed based on the vector sum method [26,27]. In 2015,
Pinheiro et al. [28] developed a new and versatile statistical system based on the evaluation
of various factors affecting the stability of a given slope. By weighting the different factors,
a final indicator of the slope stability can be determined. Later, in 2016, an evidence-based
asset management strategy was proposed by Power et al. [29], which is comprised of
the establishment of a risk-based prioritization matrix for all earthwork assets and the
quantification of the probability of earthwork failure.

These and numerous other approaches that can be found in the literature, from the
perspective of large-scale network management, are constrained to a limited applicability
domain and reliant on information that can be difficult and expensive to obtain. In addition,
determining whether a slope will fail or not is frequently a difficult task involving many
variables and high dimensionality. In order to work around these kinds of restrictions and
aid in the decision-making process for large-scale network management, a first endeavor
was recently made [30,31] by comparing two popular types of data mining (DM) algo-
rithms: artificial neural betworks (ANNs) [32,33] and support vector machines (SVMs) [34].
When compared with other simpler learning models (e.g., multiple regression or logistic
regression models), the ANN and SVM models are more flexible learners, being capable of
learning complex input-to-output mappings. We particularly note that the two initial slope
stability prediction studies [30,31] assumed a fixed set of selected input variables that could
easily be collected during routine inspection activities. The main goal was to compare two
learning models (ANN and SVM) for both regression and classification tasks. The prelim-
inary studies [30,31] provided some useful insights that helped to design the approach
proposed in this work. Firstly, the best predictive results in both works were produced by
the ANN model when performing a nominal classification. Secondly, while interesting
predictive results were achieved by the ANN model, the performance was far from ideal.
In particular, a high error was obtained for the infrequent EHC (earthwork hazard category)
classes (which are related to more hazardous conditions). Thirdly, although the implemen-
tation of resampling techniques to handle the imbalanced data issue (which arises as the
majority of slopes are in perfect condition) has not always been effective; in some instances,
it aided the algorithms in better learning the problem. Such an asymmetric distribution of
the data represents a key challenge of the work since it affects the model’s response over
all four EHC classes. Fourthly, it was observed that the identification of slope stability is
governed by a specific group of characteristics. Figure 1 compares the performance of ANN
models when identifying the slope stability of rock and soil cuttings as well as soil embank-
ments based on recall, precision, and F1−score metrics. More information about the achieved
performance can be found in the published works [30,31]. As demonstrated, and taking
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recall measure as a benchmark, an exceptional prediction ability was observed for class
“A”. Class “B” also exhibited strong accuracy. Nevertheless, for classes “C” and “D”, which
had a higher probability of failure, the attained performance fell short of expectations,
specifically for rock cuttings.
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Figure 1. Comparison of ANN models based on recall, precision, and F1−score according to a nominal
classification strategy for predicting slope stability of rock and soil cuttings and soil embankments
(adapted from [30,31]).

Following the same strategy adopted during the first attempt (i.e., the use of informa-
tion that can be readily obtained through routine visual inspections [30,31]), the researchers
conducted additional tests. In this research, we propose a novel method to improve the
performance of models identifying the stability of rock and soil cuttings, as well as em-
bankments. Thus, this paper combines two artificial intelligence (AI) techniques: genetic
algorithms (GA), which are popular metaheuristics methods for optimization, and ANNs,
which have non-linear learning capabilities. This combination, known as an evolutionary
neural network (ENN), allows us to gain interesting capabilities from both AI techniques. In
particular, GA is used to perform a search of the best set of input features, which represents
one of the major challenges of this work, thus performing automatic feature selection. When
compared with other GA input feature optimization works (e.g., [35]), the novelty of our
GA approach is that we adopt Pareto curve optimization, allowing us to simultaneously
optimize performance measures for all four EHC classes (and not just a single overall
performance measure). We note that Pareto curve optimization methods need to keep
track of a population of diverse solutions, and GAs are a natural and popular approach
for such multi-objective optimization tasks [36]. As for the ANN, it uses a selected set of
features as inputs and performs a non-linear mapping with the target output, allowing us to
automatically obtain data-driven multi-class classifiers. As underlined above, it is expected
that by using a reduced number of features to feed the ANNs, their predictive performance
will improve. Finally, a detailed sensitivity analysis was applied to the best ENN models
for each one of the three types of slopes, allowing us to identify the key variables in the
identification of slope stability.

In conclusion, the primary objective of this study is to develop a simple and rapid
method to identify the stability level of a given slope based on visual information that can
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be readily obtained during routine inspections. However, it is important to note that, from a
network management perspective, the use of visual data is enough for the identification of
critical network zones, for which additional information can be later collected to conduct a
more detailed stability analysis, which is beyond the scope of this study. This innovative
approach aims to aid the administrative organizations of railway networks in allocating
existing resources to rank assets based on their stability.

2. Data Characterization

As was already indicated, this work combines ANNs and GA with the goal of creating
novel models to identify their stability, from this point referred to as EHC [29], of rock and
soil cuttings as well as soil embankments.

The EHC system is composed of four levels, “A”, “B”, “C”, and “D”, where the
probability of failures increases from class “A” to “D”. Three distinct databases were
compiled for training and testing purposes, each containing information gathered during
routine inspections and supplemented with geometric, geological, and geographic data
for each slope. All three databases were compiled by NetworkRail employees and are
related to the UK railway network. On the basis of their experience, NetworkRail engineers
attributed a class of the EHC system to each slope, which was taken as a stand-in for the
slope’s actual stability conditions for the year 2015.

Figure 2 represents the distribution of EHC levels. Its analysis reveals a significant
number of available records for all three types of slopes, namely 5945 and 10,928 records
for rock and soil cuttings, respectively, and 25,673 records for embankment slopes. We also
noted a high asymmetric distribution (imbalanced data) of the records for each EHC class.
For example, taking as reference the database for embankments, more than 63% of the data
are classified as class “A”, and only 2.5% belongs to class “D”.
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Figure 2. The data distribution of rock and soil cuttings from slopes and embankments by EHC class.

Although this type of asymmetric distribution, where the majority of the slopes
have a low failure probability (class “A”), is typical and desirable from the perspective of
slope network management and slope safety, it can pose a significant learning challenge
for DM models. In fact, when dealing with imbalanced classification tasks in which
at least one target class label has fewer training samples than other target class labels,
the straightforward application of a DM training algorithm frequently results in data-
driven models with improved prediction accuracy for the majority classes and decreased
classification accuracy for the minority classes. Thus, methods such as oversampling and
the synthetic minority oversampling technique (SMOTE), which modify the data to be used
for training purposes with the aim of balancing the target class, are frequently adopted to
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handle datasets where the classes are not equally distributed (imbalanced). In particular,
oversampling is a straightforward strategy that balances the final training set by adding
random samples (with repetition) of the classes with fewer training data. SMOTE is a
more advanced method that generates “new data” by establishing a neighborhood by
examining the nearest neighbors and then sampling from that neighborhood. It assumes
that the proximity of the original data makes it comparable. By creating synthetic instances,
SMOTE helps to increase the representation of the minority class, making the dataset
more balanced. This can lead to improved model performance, especially when the class
imbalance is significant. It is important to note that SMOTE should be applied only to
the training set and not the entire dataset. Also, it is recommended to combine SMOTE
with other techniques, such as undersampling the majority class or using more advanced
algorithms, such as the SMOTE-ENN (SMOTE with edited nearest neighbors) method,
to further enhance the effectiveness of the resampling process. Under the SMOTE approach,
regarding the nearest neighbours’ k values, different values were tested before settling on
k = 3, which achieved the highest performance.

More than 50 variables were taken into consideration as model features, including
information typically gathered during routine inspections, as well as data from geometric,
geographic, and geological sources. To be precise, 65, 51, and 53 variables were con-
sidered, respectively, in the study of rock and soil cuttings and embankment slopes. A
complete list of all variables considered in each study can be found in Tinoco et al. [31] and
Tinoco et al. [30].

3. Methodology
3.1. Artificial Neural Networks

As shown above in Figure 1, which illustrates the models’ performance in EHC
prediction that was achieved during the first experiments [30,31], the ANN algorithms
produced the most effective overall results. Accordingly, only ANNs were trained for EHC
prediction in this new attempt.

It should be noted that ANNs are among the most effective DM algorithms for re-
solving challenging issues across a variety of knowledge domains [37–39], including in
civil engineering [40–43]. In slope stability problems, several applications of ANNs can
be found in the literature [13,44,45]. Another important point of evidence underlying
the huge potential of ANNs is their recent developments under the deep learning field,
which have significantly advanced the state of the art in speech recognition, visual object
recognition, object detection, and numerous other fields, including drug discovery and
genomics [46–48].

In spite of these important advances, in this work, we adopt the “traditional” neural
networks. In a nutshell, ANNs are learning systems that originally were driven by how
human brains work [49]. They process information iteratively by multiple neurons. ANNs
are reliable when exploring data with noise and are capable of modeling intricate non-linear
mappings. This research adopted the following parameters for the ANN:

• A multilayer perceptron with only feedforward connections;
• One hidden layer containing H processing units;
• A grid search of {0, 2, 4, 6, 8} to determine the optimal value of H;
• A logistic function applied to the neural function of the hidden nodes

1/(1 + e−x);
• The BFGS technique [50] as an optimizer for the ANN.

The BFGS technique is a quasi-Newton method (also referred to as a variable metric
algorithm) that was published simultaneously in 1970 by Broyden, Fletcher, Goldfarb, and
Shanno [50]. It uses function values and gradients to construct a representation of the
optimized surface [51].
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3.2. Genetic Algorithms

In a data-driven undertaking, it is common practice to employ heuristic search meth-
ods, such as GA [52], for feature selection. In fact, when compared to exhaustive search
methods, which can become computationally intensive for larger datasets [52], iterative
algorithms such as sequential search or evolutionary algorithms (e.g., GA) [53] are more
likely to produce interesting optimization outcomes with a moderate use of computa-
tional resources.

As stated in Section 2, models can be fed with a substantial number of input features
(more than 50 variables). Feeding all of these attribute features to the learning models will
increase the model’s complexity and decrease the accuracy of its predictions, as some of
these features may not be particularly relevant. However, the search space for all possible
input combinations is excessively large (250). Thus, we employed a GA in this study to
identify the optimal set of input features that improve EHC prediction. These modern and
versatile optimization techniques stand out as some of the most potent optimization tools
due to their ability to handle large search spaces with minimal computational overhead
and their simplicity of interpretation and application.

Supported by AI and natural selection, a GA starts by coming up with random
answers to a problem, which are then improved step by step until they are optimal or close
to optimal. Based on that, the GA [53] can be used to determine the subset of features [54,55]
where the bits on the chromosome show whether or not the feature is present. Finding the
global maximum for the objective function will yield the finest suboptimal subset. In this
case, the objective function is the predictor’s performance.

GAs can do more than just optimize a single goal. This is very important because
there is often not a single best trade-off answer, but a set of trade-offs with different goals.
When addressing slope stability assessments, the capability to predict well in all four
classes of the EHC classification system, and not in just one, is of the utmost importance.
Due to the asymmetrical distribution of the data, which could result in a high overall
performance based solely on a high level of accuracy for class “A” (the most common class),
this characteristic is of the utmost importance.

Consequently, for multi-criteria optimization tasks, optimizing a Pareto front of solu-
tions is one of the most effective strategies. Thus, each solution is deemed non-dominated,
or Pareto optimal, if none of the objectives can be improved in value without deteriorating
the others [56]. In the context of slope management, all Pareto optimal solutions can be
assumed to be equivalent, and the decision maker or project manager can establish the pri-
mary selection criteria for choosing one solution over another based on the characteristics
of the via (e.g., urban or rural location) through which a network of slopes is connected.

Since Pareto front multi-optimization requires keeping an eye on a population of
solutions, population-based meta-heuristics, such as evolutionary multi-objective optimiza-
tion (EMO), have become common solutions. Evolutionary computational methods, such
as GA and EMO, operate by sustaining a population of individuals (potential solutions),
where a chromosome represents an individual data representation of a solution and a gene
represents a value position within such a representation. The design of the chromosome is
a crucial aspect of adopting evolutionary approaches, as it defines the problem’s search
space. In this research, each chromosome is a sequence of 1 and 0 genes, with each gene
indicating whether a characteristic is present (1) or absent (0).

This study implements a well-known EMO search engine, the non-dominated sorting
genetic algorithm-II (NSGA-II [57], to address the slope stabilization identification multi-
criteria optimization problem. The NSGA-II algorithm was adopted due to two major
factors. Firstly, NSGA-II is a popular and state-of-the-art multi-objective evolutionary
algorithm (MOEA) method that tends to obtain state-of-the-art results when the number of
objectives is lower than 5. For instance, in [36], the NSGA-II algorithm outperformed other
multi-objective methods such as S metric selection (SMS-EMOA) and aspiration set (AS-
EMOA). Second, R software allows NSGA-II to be implemented with low computational
effort [58] by taking advantage of the mco [59] package.
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For NSGA-II parameterization, the standard values as defined in the R software were
adopted, as follows:

• Population size: 100;
• Stop criteria: after 100 generations;
• Crossover probability: 0.7;
• Mutation probability: 0.2.

The default parameterization was selected for two main reasons. First, a single run
of the hybrid NSGA-II and ANN combination is computationally costly. For instance,
under the default parameterization, each GA generation requires the training of 100 ANNs,
each trained with thousands of data records. Thus, tuning all NGSA-II hyperparame-
ters (e.g., via grid search [60–62]) would require a prohibitive computational effort. Sec-
ondly, NSGA-II works as a second-order optimization procedure since it it selects the input
variables that feed the ANN training algorithm (the first-order optimization method). Thus,
the tuning of NSGA-II’s internal parameters is not a critical issue. In preliminary tests,
smaller population sizes (i.e., 20, 30, and 50) and various values for crossover and mutation
probabilities were examined. However, the obtained results were inferior to the default
values. As the mco package of the R tool employs a real-value representation of the NSGA-II
method, all genes were initially rounded to the nearest integer (1 or 0) for the initial fitness
function step.

The optimization was executed on a Linux server machine with an Intel Xeon 2.27 GHz.
The total computational effort for the optimization depended significantly of the size of the
database, but was never below than 672 h (around one month).

3.3. Model Evaluation

When handling unbalanced multi-class datasets (such as our EHC case), single classi-
fication measures can result in misleading predicted values. For instance, if there are four
classes, “A”, “B”, “C”, and “D”, where 95% of the examples are related to class “A”, then a
classifier with a 95% classification accuracy might correspond to a “dumb” predictor that
always outputs the “A” class. Thus, in this work, rather than assuming a single measure,
we computed performance measures for all four EHC classes.

When evaluating the prediction quality for a particular class, there are two types
of errors, false positives and false negatives, each of which correspond to different costs
(specific to the domain problem). In order to better measure the prediction performance
for each of the four EHC classes, rather than focusing on one type of error (e.g., just false
positives), we computed classification metrics that are widely used in multi-class tasks and
that consider both types of errors [63]:

• Recall;
• Precision;
• F1−score.

The first measure takes into account false negatives, the second one considers false
positives, and the third score provides a trade-off between both measures. The recall, also
known as the true-positive rate or sensitivity, assesses the proportion of instances of a par-
ticular class that the model correctly identified. In other words, the recall of a certain class is
given by the formula TruePositives/(TruePositives + FalseNegatives). The precision met-
ric, also known as the positive predictive value, measures the accuracy of the model when
it predicts a particular class. Specifically, the precision of a particular class is determined
by the formula TruePositives/(TruePositives + FalsePositives). We further note that there
is another measure that considers false positives, the false-positive rate. However, using
precision or the false-positive rate would essentially lead to the same quality measurement
(i.e., assess the value of false positives). Thus, in this work, we opted to use recall since it is
commonly used as a complementary measure that is associated with precision. As for the
third measure, the F1−score corresponds to the harmonic mean of precision and recall accord-
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ing to the following expression: 2 · (precision · recall)/(precision+ recall). All three metrics
can range from 0% to 100%, with a higher value indicating a more accurate predictor.

The generalization capability of the ANN models was evaluated using a 5-fold cross-
validation method with 5 runs [64], with the exception of the optimization phase, in which a
3-fold cross-validation method with 2 runs was used. This means that each modelling setup
was trained 3× 5 = 15 (optimization step) or 5× 5 = 25 (modelling step) times. When
compared with the simpler holdout method (single split between training and testing),
the k-fold cross-validation procedure has the advantage of obtaining predictions for all the
data. Under this approach, the data are randomly split into k mutually exclusive subsets
with the same length. Then, a cycle with k iterations is executed, where all data except a
differently selected fold are used for training. Once the model is trained, predictions are
performed for the selected fold (unseen data). In the end, a total of k models are trained
and tested. Thus, the measured performance measures on unseen data are more robust.
The k-fold cross-validation procedure ensured that all three prediction metrics (recall,
prediction, and F1−score) were always computed on the unseen test data.

3.4. Sensitivity Analysis

A model’s interpretability is of paramount importance, particularly from an engi-
neering point of view, to obtain a detailed understanding of what has been learned by
the models. Indeed, data-driven models, namely those based on ANN algorithm, are
usually designed as black box models. Explainable artificial intelligence (xAI) [65,66] is a
well-established domain with a thriving community that has developed a number of highly
effective methods to explain and interpret the predictions of complex machine learning
models, such as deep neural networks. In this study, a comprehensive sensitivity analysis
(SA) [67] was conducted on the final models (i.e., the Pareto optimal solutions). SA is
a simple method that was implemented following the training phase and measured the
model’s responses when a given input was modified, thereby allowing one to quantify the
relative importance of each attribute.

The SA approach is inspired by experimental design [68], which is often used to
identify causal relationships. There are other approaches to obtain knowledge from trained
ANNs, such as the extraction of rules from trained ANNs. However, such approaches
tend to discretize or simplify the predictive model’s responses, leading to rules that do not
accurately represent the original model or that consider just single-input interactions. The
advantage of the SA approach is that it accurately measures the trained ANN’s responses
(even if the class decision boundaries are complex) under a computationally efficient map-
ping approach. In effect, and in accordance with the findings of Cortez and Embrechts [69],
in this research, we employed a global sensitivity analysis (GSA) technique that is capable
of detecting interactions among all combinations of input attributes. In this context, F in-
puts are changed at same time. F can range from one, as in a one-dimensional SA, denoted
as 1-D, to I, as in an I-D SA. Iteratively, each input assume different values withing its
range by L levels. The other inputs are held constant at the baseline, b. Seven levels (L = 7)
were adopted in this research, which allowed an interesting amount of detail to be added
at a reasonable computational effort. For the baseline b, the average value of each input
was considered.

In short, the ANN was initially calibrated to the entire dataset. The fitted model
was then subjected to the GSA algorithm, and the respective sensitivity responses were
stored. Next, significant visualization techniques were computed using these responses.
Specifically, the input importance bar graph illustrates the relative impact of each input
variable (from 0% to 100%). The rationale behind SA is that the input is more significant
the greater the changes observed in the output. Following the recommendation of Cortez
and Embrechts [69], the gradient metric was chosen to measure this effect:

ga =
L

∑
j=2
|ŷa,j − ŷa,j−1|/(L− 1) (1)
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where a denotes the input variable under analysis and ŷa,j is the sensitivity response for
xa,j. We note that in [69], other SA measures were tested, including range and variance.
However, in that study, it was shown that the gradient measure is more theoretically sound
and provided better experimental evidence when compared with the range and variance
measures (e.g., the variance tended to overemphasize the importance of the most relevant
input, while the range provided an identical value for linear or high-frequency wave
responses that produced the same range). Having computed the gradient for all inputs, the
relative importance (Ra) was then calculated using:

Ra = ga/
I

∑
i=1

gi · 100(%) (2)

3.5. Modelling Procedure

A nominal classification approach showed the highest overall response on EHC pre-
diction during the first attempt [30,31]. Accordingly, the same modelling strategy was
adopted in this new attempt. In addition, as mentioned before, only ANN algorithms were
trained, as they showed superior performance in the EHC problem. SMOTE, oversampling,
and no resampling were also tested in these new experiments (only during the modelling
step) in order to address the issue of imbalanced data [70,71], as no conclusive conclusion
could be drawn from the first attempt regarding the optimal resampling technique. We
note that the three resampling approaches are reasonably diverse. The no resampling
option did not change the training data; thus, it was used as a baseline to check if the other
resampling approaches provided a modelling value. Since the minority classes occurred
very infrequently, it made more sense to apply oversampling rather than undersampling (if
this last method was applied, the training data would be too small). Finally, SMOTE is a
state-of-the-art resampling technique that generates synthetic samples for minority classes.

The overall proposed procedure was comprised of two main steps, as illustrated in
Figure 3 and as described below:

1. Optimization: The objective of applying GA is to identify the optimal set of variables
that minimizes the objective function. Consequently, our GA began by randomly
defining an initial population in which each individual (a sequence of 1 and 0 indi-
cating whether a feature was included or not) represented a potential solution (set of
variables) to the problem. The objective function corresponded to the maximization
of the recall metric for all four EHC classes (a multi-objective problem). The fitness
function corresponded to an ANN algorithm-based predictive model. Two ANNs
were fitted to the database using the methodology outlined in Section 3.1 (i.e., a
feedforward network with one hidden layer, a logistic function for hidden nodes, and
a grid search of {0, 2, 4, 6, 8} for H definition using a 3-fold cross-validation schema
as the validation procedure). Then, for each EHC class, a recall metric (the average
of both ANNs) was calculated, which was then utilized by the GA to optimize the
optimal set of attributes for EHC identification.

2. ANN training: After optimization, five ANNs were fitted to the database for each
Pareto optimal solution (set of optimal variables) using the methodology described in
Section 3.1. Here, in addition to the standard approach (no resampling), ANNs were
trained with a resampled database using the SMOTE and oversampling approaches.
Notably, the various sampling methods were only applied to the training data, which
were used to fit the data-driven models, and the test data (as provided by the 5-fold
cross-validation procedure) were not altered. This means that 3× (5× 5) = 75 ANNs
were trained for each Pareto optimal solution. Each model was then subjected to
a sensitivity analysis to determine the relative relevance of each attribute for EHC
prediction.

As presented and discussed in the next sections, it was possible to identify the average
number of input variables considered for EHC prediction. In addition, the variables selected
more frequently by the GA were determined. In the end, based on the overall performance
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of each model (measured by the recall, precision, and F1−score for all four EHC classes) and
the results of the sensitivity analysis, a single model was chosen and thoroughly analyzed.
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Figure 3. Flowchart of the applied methodology.

Although not presented in the paper, it should be mentioned that some other exper-
iments were also carried out following a regression strategy, where, in addition to the
optimization of the best set of attributes, a numeric regression scale was also optimized at
the same time.

The R statistical environment [58] was adopted to implement all experiments con-
ducted in this research. Moreover, to facilitate the implementation of ANNs and NSGA-II
algorithms, as well as validation techniques such as cross-validation, the rminer [51] and
mco [59] packages were used.

4. Results and Discussion

This section summarizes the main achievement in the EHC prediction of rock and soil
cuttings from slopes and embankments by combining the learning capabilities of the ANN
and the optimization power of the GA.
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4.1. Feature Selection

Figure 4 depicts the trade-off between recall values for each one of the four EHC class
for all Pareto optimal solutions covering the three case studies, that is, rock and soil cuttings
and embankments. Although putting all this information in a single graph is somewhat
confusing, for the purposes of analysis, itis more than enough, as it aims at providing an
overview of the performance for each EHC class.

From its analysis, and as expected, the best solution is always a performance commit-
ment between all EHC classes. This commitment is particularly evident between class “A”
and classes “B”, “C”, and “D”. For example, to obtain a high performance for class “A”,
the response for the other classes must be compromised in some way. The same behavior is
also observed for the other possible EHC class combinations, although in some instances,
specifically between the “B” and “C” classes, commitment is not as evident. In fact, there are
some solutions that maximise the response for such classes. In addition to the performance
commitment between EHC classes, Figure 4 also demonstrates the inferior performance of
all Pareto optimal solutions for classes “C” and “D”, namely for rock cuttings (below 0.4)
when compared to class “A” (above 0.9).
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Figure 4. Recall correlation matrix for each Pareto-optimal solution.

As previously stated, GAs were applied in this study for feature selection purposes; in
other words, they were used to find the best model (set of input variables) that maximized
EHC prediction. However, some additional and useful information was extracted from the
achieved results, which was useful to obtain a better understanding of the behavior of the
stability of slopes. Specifically, they provided information regarding the optimal number of
inputs for the accurate determination of slope stability, as well as the variables that should
be used as model attributes.

Figure 5 demonstrates that, with the exception of embankments, all Pareto optimal
solutions evaluated fewer than ten features and no more than forty inputs. There are some
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solutions for embankments that considered fewer than ten inputs, with a minimum of five
attributes. Still, in regards to embankments, it is interesting to observe that most of the
solutions have considered, on average, 15 or 34 inputs. Moreover, for the rock and soil
cuttings’ slopes, although this was not so evident, the number of variables considered by
a significant part of the solutions ranged between 10 and 20 or between 30 and 40. These
observations indicate that only about half of the more than 50 features available for model
training were simultaneously considered as input to a model. In fact, the majority of Pareto
optimal solutions in the study of rock cuttings considered between sixteen and seventeen
features, while some were fed by as many as thirty-one features. Regarding soil cutting,
the most frequent number of variables taken by the Pareto optimal solutions was 12, and for
embankments, that number was 15.
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Figure 5. Number of features used as model attributes over all Pareto optimal solutions.

From Figure 6, which shows the variables present in at least half of all Pareto optimal
solutions, it can be observed that slopes categorized as “high” and “angle” are common
to the three types of slopes. Moreover, it can also be observed that only three variables
were considered as model attributes by all Pareto optimal solutions among the three slope
types. Comparing the three slope types, higher variability was observed for embankments
in terms of the model attributes considered by any Pareto optimal solution. In fact, only a
restricted group of 14 variables are present on 50% of all Pareto optimal solutions. When
considering rock and soil cuttings, this number becomes almost twice higher, particularly
for soil cuttings, where a group of 23 variables were used by 50% of all solutions.
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Figure 6. Number of times that each input feature is selected as model attribute over all Pareto
optimal solutions.

4.2. Model Performance

A single model was chosen from all Pareto optimal solutions for aeach slope type
on the basis of the recall, precision, and F1−score performance metrics across all EHC
classes. As summarized in Section 3.5, all Pareto optimal solutions were retrained using
the SMOTE and oversampling techniques, as well as without resampling (normal). The
efficacy of these Pareto optimal solutions for each slope type is presented and discussed in
the following sections.

Using the recall, precision, and F1−score metrics as benchmarks, Figure 7 compares
ANNs models from the first ANN models (from now referred to as the “old” models [30,31])
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and the best ANN models selected among all Pareto optimal solutions (referred to from
now on as the “updated” models). This comparison was made by calculating the difference
between the metrics of the “updated” and “old” models. Hence, positive values correspond
to the superior performance of the “updated” models. Despite the fact that the overall
difference between the “updated” and “old” models is not statistically significant, the “up-
dated” models have several key advantages over the “old” ones. On the one hand, using
the recall metric as a benchmark, the “Updated” models, particularly those following a
SMOTE approach, demonstrate a significant improvement in the prediction of classes “C”
and “D”. On the other hand, this “updated” model utilizes a significantly reduced number
of features. On average, less than 30 variables were considered instead of the more than 50
considered in the “Old” models. These two aspects represent a significant accomplishment
from a practical standpoint. First, less information is required to accomplish the same
overall performance, which represents significant time and cost savings. Second, a better
performance on classes “C” and “D” prediction was achieved with almost no performance
penalization for the remaining classes.

This trade-off between the models’ responses for the major and minority classes is a
consequence of the highly asymmetric distribution of the database. However, it should be
noted that the “updated” models achieved a better balance by increasing their performance
for the minority classes, for which the probability of failure is higher, without significantly
compromising their responses for the major classes.

0.5

−7.98 −7.6

−1.81
−0.67 −0.84 −0.69

−4.8 −4.76

−13.41

−7.05

−13.22

−4.59

−13.11 −12.49

−9.07

−12.84
−13.89

−5.61

3.4

12.54

−3.49
−5.32

−2.96

−5.92

−2.25

1

2.84

6.62

9.19

6.29

−0.2

3.19 4.03
2.45

5.02

−0.01 0.44 0.73 −0.11 −0.02 −0.21 −0.06 0.24 0.32

0.25

−2.62

1.4
−0.23 −0.2 0.34 −0.01

−1.35
0.77

−0.99

1.98

−5.23

0.33
−1.09

1.22
−0.52 0.03

−2.61

1.9 2.83 3.69

8.64

1.38

−1.66

3.22
2.01

−1.3

0.33 0.11 0.61 −0.23 −0.16 −0.09 0.04 −0.01 0.29

−0.49 −0.12 0.69 0.4 0.2 0.91 −0.06 0.06 0.83

−0.49 −1.15
−3.24

1.25 0.46
2.16

0.29 −0.24
−1.37

5.19
3.2

5.05

1.26

−1.67 −1.02

4.07

0.05 0.24

Rock Cuttings Soil Cuttings Embankments

A
B

C
D

Recall Precision F1−score Recall Precision F1−score Recall Precision F1−score

−15
−10
−5

0
5

10

−15
−10
−5

0
5

10

−15
−10
−5

0
5

10

−15
−10
−5

0
5

10

Metric

(U
pd

at
ed

 −
 O

ld
)

Model: Normal OVERed SMOTEd

Figure 7. Comparison of the best ANN models (“updated” vs. “old”) based on recall, precision and
F1−score according to a nominal classification strategy in slope stability prediction of rock and soil
cuttings, slopes, and embankments.

When analyzing the effect of the training sampling approaches (oversampling and
SMOTE), some effectiveness can be observed for classes “C” and “D”, for which the prob-
ability of failure is higher (as these are minority classes), particularly for rock cuttings.
Concerning classes “A” and “B”, the implementation of a sampling approach does not
produce the same effectiveness. When comparing SMOTE and oversampling, the effective-
ness of the first method seems to be slightly superior. These results are in line with those
observed during the first iteration, as reported in [30,31].
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Figure 8 depicts the relationship between the observed and predicted EHC classes
based on the “updated” SMOTE-based ANN model. Its superior performance on classes
“A” and “B” is evident from its analysis. Particularly for soil cuttings and embankments,
we can also observe a very interesting response for class “D” (more than 60% of the slopes
belonging to class “D” were correctly identified). Furthermore, one can observe that when
a slope’s class is not correctly identified, it is categorized as belonging to the closest class.
For instance, a slope of class “D” that is not predicted as “D” is typically classified as “C”.
These results are encouraging and drive new experiences toward improvements in the
performance of models, particularly for minority classes.

Rock Cuttings Soil Cuttings Embankments

A B C D A B C D A B C D
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Figure 8. Best performance of ANN models (”updated“ models) in EHC prediction of rock and soil
cuttings, slopes, and embankments according to a nominal classification strategy and following a
SMOTE approach.

4.3. Model Interpretation

As important as the performance of a model is, its interpretability is also highly
important, particularly when it is based on complex algorithms, such as ANNs. Due
to their mathematical complexity, these models are typically difficult to understand and
usually referred to as “black boxes”. Therefore, it is essential to “open” such models in
order to comprehend what they have learned. In this study, a GSA methodology [67] was
used to identify the most important parameters (1-D SA, input importance bar plot).

Figure 9 shows the relative importance of the twenty more relevant variables according
to the best “updated” models, as described above.
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Figure 9. Relative importance bar plot for each variable according to the best ANN model (“updated”
models) following a nominal classification strategy in predicting the slope stability of rock and soil
cuttings and embankments.

Comparing this ranking with the “old” models reported on [30,31], it can be observed
that both rankings share around half of the more relevant features. The exceptions are the
rock cuttings, where only 6 of the 20 more relevant variables were also identified as such in
the “updated” models.

Focusing only on the 20 more relevant variables according to the “updated” models
for each of the slope types, it can be observed that any variable has an individual influence
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higher than 10.5 %. Concerning the rock cuttings, the variables “RS Length” and “RS Actual
Angle” present a relative importance of 10.5%. In the case of soil cuttings, the variable “Max
Height” stands out from the others, with an influence of 8.9%. Relating to embankments,
the variable “Validate Track Movement” presents a relative influence of 10.4%, which is
closely followed by “End Height”, with 8.1%. Moreover, it can also be observed that at least
one variable related to the slope angle or slope height appears at the top of the ranking.

Overall, these rankings follow what is known regarding the main factors relating
to slope stability [2,15,20,21,27]. Several empirical studies have shown that a high slope
and its angle are among the key factors that mostly contribute to the stability of a given
slope [1,14,22,28].

5. Final Remarks

After a first attempt to identify the stability of rock and soil cuttings and embankments
using machine learning algorithms and taking into account the visual features that are
usually collected during routine inspections, a second attempt was made by combining
artificial neural networks (ANNs) and genetic algorithms (GA), a combination also known
as an evolutionary neural network (ENNs), for feature selection and slope stability classi-
fication purposes. This innovative approach allows ANNs and GAs to work together to
assess the stability of a slope. Although the overall performance did not improve signifi-
cantly, the new models presented some important advantages. First, to achieve the same
overall performance, the number of input variables decreased to less than 30. This is a
key point from a practical point of view since it endows the model with more flexibility
when less information is available. Furthermore, this can allow the railway infrastructure
management companies to collect less information to determine the stability level of their
slope network, which, in turn, will allow them to reduce costs related to routine inspec-
tions. Second, better performance is achieved for the identification of classes “C” and “D”,
which correspond to a higher probability of failure, without significantly compromising the
model’s performance on the remaining classes. From a safety point of view, this represents
a significant improvement, allowing for the strategic investment of the available budget on
critical slopes. In addition, such a strategic maintenance plan can reduce traffic constraints
due to slope failures and, consequently, the probability of severe incidents. In summary,
these results are encouraging and consist of a promising research direction towards a more
efficient identification of the stability of slopes, particularly for minority classes. Thus, as a
future development, we intend to explore other feature selection approaches as well as
different strategies to handle imbalanced data (e.g., the usage of Tomek links or Gaussian
copula transformations [72]). In addition, considering the high number of data available
for each of the three slope types, a deep learning approach may provide an important
contribution toward the prediction models’ efficiency.

Despite the fact that new attempts are still necessary, this study demonstrates once
more the extreme difficulty of such a task, namely by considering only visual features.
Nonetheless, this difficult task is of the utmost importance, especially for developed
nations that must maintain large-scale transportation networks despite limited budgets for
maintenance and network operations.
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