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Abstract: Authorship attribution (AA) is a field of natural language processing that aims to attribute
text to its author. Although the literature includes several studies on Arabic AA in general, applying
AA to classical Arabic texts has not gained similar attention. This study focuses on investigating
recent Arabic pretrained transformer-based models in a rarely studied domain with limited research
contributions: the domain of Islamic law. We adopt an experimental approach to investigate AA.
Because no dataset has been designed specifically for this task, we design and build our own dataset
using Islamic law digital resources. We conduct several experiments on fine-tuning four Arabic
pretrained transformer-based models: AraBERT, AraELECTRA, ARBERT, and MARBERT. Results
of the experiments indicate that for the task of attributing a given text to its author, ARBERT and
AraELECTRA outperform the other models with an accuracy of 96%. We conclude that pretrained
transformer models, specifically ARBERT and AraELECTRA, fine-tuned using the Islamic legal
dataset, show significant results in applying AA to Islamic legal texts.

Keywords: authorship attribution; Islamic law; Arabic language; deep learning; Arabic transformer;
AraBERT; AraELECTRA; ARBERT; MARBERT

1. Introduction

With the widespread availability of textual content online, such as research studies,
literary writings, and user-generated text, and in light of the ease of reproducing and
sharing these texts, plagiarism and literary theft have become much easier. To help in
identifying authors of anonymous or unattributed text and in verifying authorship, literary
scholars have been using an approach called “Authorship Attribution” (AA). This approach
has roots from the 19th century [1], when Mendenhall [2] made the first recorded attempt
to identify an author based on their writing style in 1887. Zipf [3] and Yule [4] further
explored this in later years using basic statistical methods. However, with technological
advancements, new computational methods have been investigated and used to address
AA, starting from machine learning approaches and culminating in the use of deep learning
and transformer-based approaches.

In the early 1960s, the approach of Mosteller and Wallace [5] was considered the
foundation of computer-assisted stylometry. Stylometry includes many related fields,
such as AA, authorship verification, authorship discrimination, plagiarism detection, and
authorship profiling, described as follows [5,6]:

• AA is defined as a method of identifying the author of an unknown text. It can be used
to detect an author, discriminating between writers’ styles, and resolving disputed
work that might be attributed to different authors [7].

• Authorship verification involves verifying whether a given text is written by a specific
author, and is considered to be a binary classification problem [8].

• Authorship discrimination is used to check whether different texts have the same
author [9].
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• Plagiarism detection is concerned with content similarity detection; through identify-
ing cases of plagiarism in a given text, often via searching for a sentence or paragraph
that has one or more than one writer [9].

• Authorship profiling involves extracting the features of the author’s style to determine
certain demographics, such as author gender, without identifying the author [5].

AA is well-known as a task in the field of natural language processing (NLP) [10].
According to Juola [11], AA is considered both one of the oldest and most persistent prob-
lems in the field of information retrieval; questions have been raised about authenticating
documents as long as the documents themselves have existed [11]. AA has gained wide
popularity in the literature, because it is key to solving many problems in the areas of
authorship forensics, plagiarism detection, and the identification of anonymous authors.
The main concept involves recognizing that every author has their own distinct writing
style. This is referred to as author’s stylometry or stylo-features [12]. Accordingly, AA
approaches are concerned with selecting and extracting the best possible features that
will provide the best performance of authorship identification using various classification
methods [13].

According to [12], AA can be classified into three different categories: one-class
attribution, binary-class attribution, and multi-class attribution. In one-class attribution,
the purpose is to determine whether a specific document is written by the target author. In
binary-class attribution, the purpose is to determine which of two authors wrote the given
unattributed documents, based on evidence that the documents in question were written by
one of two particular authors. In multi-class attribution, the purpose is to identify whether
numerous documents have been written by more than two authors.

AA is a research area that aims to attribute a given text to its correct author. Not only
literary scholars, but also politicians, historians, forensic experts, and religious scholars
may have interests in the issue of authorship [14]. Many studies and research papers have
examined the use of AA for the Arabic language [14–22]. However, most of these studies
have focused on various Arabic collections such as articles, poems, Tweets, and other
text genres from Arabic books. Although Islamic law text, which includes Islamic legal
rulings [23,24] and Islamic doctrine affiliation [25], is considered to be among the Arabic
literary genres, studies of AA related to this genre are limited.

Numerous approaches and algorithms have been utilized for the task of AA. An
early method was the rule-based approach, in which a set of rules were identified to
help the system learn how to categorize and classify given data. Later, machine learning
(ML) models were introduced [26] to support the development of solutions for various
NLP tasks; when used in classification problems, ML needs to train on the data using
known features [27]. However, this technique requires experts to extract those features,
which is considered to be costly and time-consuming. Surveying and reviewing the
literature [15,16,28] has revealed that most studies have used the traditional machine
learning classifiers, such as naïve Bayes, support vector machine (SVM), SMO-SVM, linear
discriminant analysis (LDA), K-nearest-neighbors (KNN), logistic regression, and the
Gaussian Bayes and decision trees classifiers. More recent ML approaches have shifted to
using deep learning methods. Deep learning is a subfield of machine learning that works to
stimulate the human brain for analytics learning [27]. There are many deep learning models
used with NLP systems such as convolutional neural network (CNN) [29], recurrent neural
network (RNN) [30], and sequence-to-sequence (Seq2Seq) models [31]. Some AA studies,
such as the work by Apoorva and Sangeetha [32], have considered using DNN models in
their experiments. Another study, conducted by Modupe et al. [33], proposed a regularized
deep neural network (RDNN) method that enhances the accuracy of the AA for online text
snippets, such as posts, called the PAA system.

Although AA tasks have utilized deep learning models, the main challenge of using
these models is that their training requires a large amount of labeled data, which are expen-
sive to generate [26]. This problem has therefore led to a shift toward using transformer
pretrained models to overcome the drawbacks of deep learning models [34].
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Several pretrained transformers are available. The most popular is the bidirectional
encoder representations from transformers (BERT) model, the first to be based on trans-
former decoder and encoder layers [26]. Another model, ELECTRA, is a pretrained model
that trains two transformer models: a generator and a discriminator. Recently, the differ-
ence between the pretrained language representation models, such as BERT or ELECTRA,
has either been based on replaced token detection (RTD) or masked language modeling
(MLM) [35]. The BERT-based models are pretrained via MLM, in which the model is
asked to find original tokens that have been hidden randomly in the input sequence [35].
ELECTRA methods are pretrained based on replaced token detection (RTD), which is con-
sidered to be more efficient than MLM [35]. Because BERT has achieved significant results
in language understanding for English, the Arabic computing community has worked
on Arabic variants of BERT (AraBERT [36], ARBERT [37], and MARBERT [37]) for the
Arabic language. The Arabic computing community has also worked on Arabic variants of
ELECTRA, i.e., AraELECTRA [35], which is an Arabic model that has been used for many
NLP tasks.

Recent works on NLP tasks in general, and AA in specific, have shown that pretrained
transformer methods can achieve satisfactory results. Although several studies in the
literature have focused on Arabic AA in general, the utilization of AA for Islamic text
has not gained similar attention. This study investigates the recent state-of-the-art (SOTA)
Arabic transformers in a rarely studied domain that has seen limited research contributions:
the domain of Islamic legal texts. As mentioned above, given the importance of AA for
Islamic law texts, the available research is limited, compared to that on general Arabic
language AA. This work aims to address this research gap by investigating the effectiveness
of leveraging different Arabic pretrained transformer models for addressing multi-class
AA in Islamic law texts. We aim to answer the following research question: to what extent
can Arabic pretrained transformer models provide satisfactory performance for the task of
Arabic authorship attribution in Islamic legal texts?

We adopt an experimental approach to our investigation. Because no dataset has been
designed specifically for this task, we design and build our own dataset using Islamic
legal text resources from Al-Maktaba Al-Shamela. We conduct several experiments using
four Arabic transformer-based models: AraBERT, AraELECTRA, ARBERT, and MARBERT.
We conclude that pretrained transformer models, specifically ARBERT and AraELECTRA
models, have shown significant results for the addressed task in this work.

The contributions of this work are summarized as follows:

1. Survey the literature on approaches used for AA in Arabic language works, including
Islamic studies.

2. Develop a new, specialized Islamic legal texts dataset.
3. Implement four different Arabic pretrained transformer models (SOTA approaches)

for classical Arabic AA. We fine-tune the models and compare their performance.
4. Recommend the best values for the hyperparameters for classical Arabic AA by

analyzing the obtained results.

The remainder of the paper is structured as follows. In Section 2, we review related
work in the area of Arabic AA. Section 3 presents our methodology, provides details of the
dataset collection process, and discusses our experimental setup and evaluation metrics.
Section 4 discusses the results. Finally, Section 5 presents the conclusions of this study and
suggestions for future work.

2. Related Work

Studies on Arabic AA have been conducted on various text genres and forms, such as
news articles [15,38], poetry [28], Tweets [16–19], and classical Arabic texts [14,20–22].

For Arabic text articles, Omar and Ibrahim [38] evaluated the effectiveness of stemming
using the stylometric approach for Arabic AA. Their approach uses hierarchical cluster
analysis with Ward linkage using Euclidean distance measure. The authors used three
different Arabic stemmers: Light 10, Khoga, and GOLD. They collected 2400 text articles
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written by 97 authors from various newspapers. To assess the efficiency of stemming, the
authors used cluster analysis methods on both stemmed and non-stemmed articles. Their
results indicate that stemming was ineffective in Arabic stylometric authorship applications.
Their study shows that Light 10 achieved 67% accuracy; however, Khoga achieved 64%,
while the accuracy rates of the GOLD and non-stemmed datasets were 61% and 78%,
respectively. Hajja et al. [15] conducted an additional study in which they analyzed modern
standard Arabic articles (70 articles by seven authors). They investigated the impact of
certain defined text features on the authors’ styles. These features include part of speech
(PoS) tags, sentence characteristics, punctuation marks usage, word diversity, and word
types. In addition, this study investigated other factors, such as the number of authors, the
number of articles written by an author, and the size of text chunks used. The experiment
was conducted using traditional machine learning methods: SMO-SVM, naïve Bayes, and
decision trees. SVM yielded the best results: 98.24% in macro precision, 98.10% in macro
recall, and 98.17% in macro F-score.

For Arabic poetry texts, Ahmed et al. [28] built an Arabic poetry authorship attribu-
tion model (APAAM) for poet identification using traditional machine learning techniques
such as naïve Bayes, SVM, and linear discriminant analysis (LDA). The authors have
tested the impact of several features on the task of AA, including lexical, character, struc-
tural, poetry, syntactic, semantic, and specific word features. They tested the models on
21,929 Arabic poems by 114 poets. Their study concludes that the LDA technique has a
significantly high accuracy rate of 98% compared to other machine learning approaches.
However, the researchers recommended further investigation with additional focus on
different algorithms.

For short texts such as Tweets, Rabab’ah et al. [16] applied two approaches in attribut-
ing Arabic Tweets to their true author: bag-of-words (BOWs) and stylometric features (SFs).
The researchers used these to create sets of features of a given text via different traditional
machine learning classifiers: SVM, naïve Bayes, and decision trees. They concluded that
combining all feature sets provided the best results. The SVM outperformed other classi-
fiers, achieving the highest accuracy, 68.67%, on the combined feature set. In another study,
Altakrori et al. [17] adapted an event visualization tool with Arabic tweets. The researchers
compared the profile-based approach based on n-grams as features with instance-based
classification techniques using the random forests, SVM, naïve Bayes, and decision trees
classification methods with stylometric features. This study investigated the effectiveness
of the n-gram approach based on different syntactic levels: word, characters, and PoS. It
also examined the impacts on the attribution process before and after removing diacritics
from a given text. Their experiment was conducted based on varying numbers of authors,
starting with two authors, then five, followed by ten, and finally twenty authors. Their
results show that the accuracy decreased gradually as the number of authors increased.
The results of the study also showed that the diacritics have an insignificant effect on the
attribution method; moreover, character-level and word-level n-grams are more effective
than part-of-speech tags for the task of AA.

Abuhammad et al. [18] conducted another study, which involved training a machine
learning model on Arabic Tweets. The dataset used in this study was collected from
the Tweets of 45 authors. The aim of this study was to investigate AA for generating
authors’ writing style profiles. The study showed an accuracy of 99.24% by utilizing TF-IDF
vectorizer and the SVM model. Jambi et al. [19] conducted a further study, which aimed to
predict the authorship of different Arabic Tweets. The researchers collected 150 Tweets for
every 1000 users for a total of 1.5 million Tweets. The authors used three classifiers: SVM,
KNN, and random forests. Their results showed that the SVM and random forests classifiers
performed better with regard to the accuracy measure compared to the KNN classifier.

Regarding studies of classical Arabic texts using the Universal Library (Elwaraq),
three studies [14,20,21] were conducted to test AA within this library. The first of these [20]
is a comparative survey conducted by Ouamour and Sayoud [20] on old Arabic texts.
The dataset was collected from the Elwaraq library, extracted from 10 different books by
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10 authors. The researchers created a dataset, which they named the AA of Ancient Arabic
Texts (AAAT) set. The study used three different classifiers: multilayer perceptron (MLP),
SVM, linear regression, and a proposed new approach called vote-based fusion (VBF). They
found that the VBF approach produced a high AA accuracy of 90%, higher than the original
classifier score utilizing only one feature.

The second study in [21] aimed to limit the noise words from a document to ensure a
fair authorship identification process. The researchers constructed a dataset called Author-
ship Attribution for Ancient Arabic Philosophers (A4P). They investigated character 3 g
and words as a feature extraction from the text. Their experiment employed five different
classifiers: MLP, SVM, linear regression, Stamatatos distance, and Manhattan distance.
This study found that classification performances is mainly based on the utilized features,
the classification method, and the level of noise. Thus, the noise limit of 450 words per
document appears to be the maximum for obtaining an accurate authorship identification.
The third study, by Althenayan and Menai [14], conducted an experiment with several
models of naïve Bayes classifiers, simple naïve Bayes, multinomial naïve Bayes, multi-
variant Bernoulli naïve Bayes, and multivariant Poisson naïve Bayes. The dataset was
constructed from 30 books by 10 authors (Alfarabi, Alghaxali, Aljahedh, Almasaody, Alme-
qrezi, Altabary, Altowhedy, Ibnaljiawzy, Ibnrshd, and Ibnsena) from the Elwaraq website.
The authors concluded that the multivariant Bernoulli naïve Bayes approach provided the
best accuracy at 97%.

A distinctive study on classical Arabic texts, which uses another dataset, was con-
ducted by Boukhaled [22]. Boukhaled investigated AA using machine learning methods
for classical Arabic texts. The dataset used was derived from OpenITI, which contains
700 books by 20 authors. The experiments utilized three different machine learning classi-
fiers, KNN, logistic regression, and Gaussian Bayes, in a comparative study using different
types of style markers based on the different classifiers. This study relied on syntactical
information for the experiment, such as function word features, PoS-based features, and
character-based features. The findings indicate that these style markers can effectively
impact the results of the AA task.

In reviewing the published works, we find numerous and considerable studies which
address the task of AA for Arabic. However, for classical Arabic, specifically Islamic legal
texts, studies are limited. In the following paragraphs, we highlight the studies on the
specific Islamic texts subdomain of AA.

In 2018, Sayoud and Hadjadj [39] investigated AA for seven Arabic Islamic books, the
Holy Quran, Hadith, Alghazali, Alquaradawi, Abdelkafy, Al-Qarni, and the Amr Khaled
text collection. To improve the classification performance, they used fusion methods. The
approach was applied in two different forms: the fusion of classifiers and the fusion of
features. The fusion of classifiers used four different classifiers: Manhattan distance, MLP,
SVM, and linear regression. The results showed that AA was satisfactory, with an accuracy
of 96% to 99% based on classifiers without using the fusion approach. Nevertheless, the
fusion approaches increased the accuracy to nearly 100%, especially for AA of the Quran
and Hadith. Hence, this finding suggests the fusion strategy is strongly recommended
for AA approaches requiring a high level of precision. In 2021, Hadjadj and Sayoud [13]
proposed a new hybrid approach aiming to enhance the performance of AA for unbalanced
data. The new approach was based on combing two algorithms: the principal components
analysis and the synthetic minority oversampling technique. The researchers proposed
three features for their experiments: function words, starting bigrams, and starting trigrams.
The principal components analysis reduced the set of features’ dimensionality, and the
results were then used via the synthetic minority oversampling technique to construct the
balanced dataset. In addition, Seven Arabic Books–dataset two (SAB-2) was created for
Arabic AA; this dataset includes seven Arabic books written by seven Islamic scholars.
They assessed the experiments using two different classifiers, SVM and naïve Bayes. The
findings indicated that combing the principal components analysis and synthetic minority
oversampling technique algorithms enhances the classification accuracy results by using
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SVM classifiers. Their findings indicate that the proposed hybrid approach can effectively
resolve the problem of unbalanced datasets.

Regarding a different type of dataset, Islamic legal rulings, a few studies in the
literature address AA for such texts. A 2019 study by Al-Sarem et al. [23] described
experiments on AA classifiers for short Arabic textual documents extracted from Dar Al-
ifta Al Misriyyah. The study aimed to assess the performance of AA classifiers. The authors
collected a dataset from Dar Al-ifta Al Misriyyah, consisting of 4631 legal rulings. They
divided the dataset into four categories based on the number of words per text. To this end,
the authors experimented with six classifiers: decision tree C4.5, naïve Bayes, KNN, the
hidden Markov model, SMO, and the Burrows delta method. With the same objective, the
researchers experimented via a combination of numerous features. Their findings indicate
that combining the word-based lexical features with structural features achieved a high
accuracy percentage of 86.39%. Another finding from this study indicates the superiority
of the NB classifier over the other classifiers.

In another study, Al-Sarem et al. [24] showed how ensemble methods can support the
AA task. The authors argued that this method combines multiple classifiers, and that this
may lead to improved results. The research used the technique for order preferences by
similarity to ideal solution (TOPSIS) to select the base classifier of the ensemble method.
The TOPSIS model was used to choose the AA base classifiers by measuring five attributes,
including average classifier accuracies, the ability to handle high-dimensional data, and
sensitivity-to-noise data. The study indicated that the base classifier for ensemble methods
is the SMO-SVM classifier. The authors suggested that new attributes be added using the
TOPSIS model and the different ensemble methods utilized for Arabic language AA. In
2020, Al-Sarem et al. [40] applied another approach to assess the performance of a deep-
learning-based artificial neural network for AA of Arabic text. While most of the previous
works have used the traditional machine learning approach, this study by Al-Sarem et al.
made a significant contribution to the field by using deep learning for AA in the Arabic
language. The collected dataset was similar to the previous works, including 4686 rulings
of 15 authors from Dar Al-ifta AL Misriyyah. Their experiment used an artificial neural
network model with five-fold cross-validation to compare machine learning models, such
as Bernoulli naïve Bayes, SVM, DT, and random forests. Their results indicate that using
the artificial neural network outperformed other classifiers, using different metrics such as
F-score, accuracy, precision, and recall. Nevertheless, these studies by Al-Sarem et al. are
restricted to Islamic rulings only.

Focusing on ontologies, a study by El Bakly et al. [41] approached the task of AA
with a model that uses Arabic ontology with semantic features to attribute a ruling to its
jurisprudence doctrine (legal school). The authors introduced a new dataset, “ElWafaa
LlFocahaa”, which is considered a valuable contribution. The results of evaluating the
proposed model produced an accuracy of 90%. Another investigation was conducted in [25]
for Islamic school AA. The purpose of the study was to examine how stylometric features
can be used to predict the attribution of a given text to a legal Islamic school. The study
used two approaches: unsupervised cluster analysis and supervised machine learning
techniques. The dataset consisted of 135 books from the four Islamic schools, Hanbali,
Hanafi, Shafi’I, and Maliki. The results indicate SVM achieved the best performance, with
an accuracy of 97%. Nevertheless, both studies are constrained to Islamic school attribution
and do not address the task of attributing an Arabic Islamic legal text to a specific author.

Juola et al. [42] demonstrated how research into AA was mainly concerned with
authorship and time attribution of Arabic and Islamic texts. Their project examined some
factors that may affect writing style, such as genre and time of composition. The data were
collected from a new dataset called CLAUDia for works written between the 9th and 11th
centuries. The texts they investigated included multiple genres, such as Arabic literature,
Islamic text, and linguistics. The experiment focused on testing the effect of character
n-grams, word n-grams, the most common words, rare words, and the length of the word
as well. The results indicate that the established attribution graphs seem to contain one



Appl. Sci. 2023, 13, 7255 7 of 15

central vertex that demonstrates the prototypical author. Regarding Islamic text in this
study, it is limited to eight authors, and uses a standard authorship analysis tool (JGAAP).

Upon reviewing the literature, we find that a limited number of studies have incorpo-
rated AA for Islamic texts. Although some of these have achieved significant results, they
have not utilized pretrained transformer models. In addition, the Islamic legal text dataset
is novel and has not been used in any previous studies, particularly with transformers.

To summarize the review of the relevant work, AA is a well-established task in the
natural language processing literature. However, compared to other languages, relatively
few studies examine AA for Arabic, and fewer still investigate it for the genre of Islamic
texts. Surveying the literature shows that 85% of Arabic AA research papers have used
either statistical methods or traditional machine learning-based approaches [15,16,19,28].
The traditional machine learning classifiers such as SMO-SVM, linear regression, and MLP
achieved a high level of accuracy, as in [6], which reached 100%. In contrast, the KNN
machine learning classifier achieved a low level of accuracy of 35% in [19]. One study, [40],
used a deep learning approach by using an artificial neural network for the task of Arabic
AA. However, no existing studies have used transformer- or BERT-based models for Islamic
legal text AA.

3. Methodology

We have adopted an empirical approach to design and conduct several experiments,
analyze findings, and reach conclusions. Initially, we collected and prepared the dataset,
which contains Islamic legal texts and their corresponding authors. We next developed a
baseline transformer model with the default settings, enabling us to compare other models.
Then, we conducted several experiments to determine whether we can improve upon the
baseline. Using different optimizations, we developed four transformer-based models by
fine-tuning various pretrained transformers. We then compared the performance of the
models to our baseline using AA evaluation metrics: macro-F1 and accuracy.

3.1. Dataset

Since no standard or publicly available dataset existed for this task, we developed our
own dataset, which contains the Islamic legal text with corresponding authors. The dataset
is extracted from the books collection at Al-Maktaba Al-Shamela (https://shamela.ws/,
accessed on 1 January 2022), an online library for various Arabic and Islamic collections.
According to [43], the number of authors is a significant factor in AA studies; therefore, we
prepared four datasets, with varying numbers of authors.

Regarding the size of the texts, the books are of different lengths; to prepare the dataset
for fine-tuning the transformer models, the data needed to be segmented into smaller
sizes [6,13]. Since the performance of the transformer-based models has been proven to be
more efficient when they are pretrained on a large number of data items [44], we segmented
the books further. This process has been applied in prior AA literature when large texts
are involved, as in [17,19]. After splitting the text, we performed simple preprocessing
tasks (discussed below). The experiments were conducted on four datasets of different
sizes, with 200 texts per author. Dataset A is an eight-author set, dataset B is a 16-author
set, dataset C is a 32-author set, and finally, dataset D is a 40-author set.

3.2. Preprocessing

Although preprocessing is an important step that can impact model performance,
according to [45,46], there is no need for deep preprocessing, such as removing the frequent
usage of stop words and performing the stemming of words, particularly for the task of
AA, as these aspects are considered integral to the authors’ writing styles. In this context,
we have used a few basic regular expressions to remove all unused characters from the
Arabic texts. We removed all numbers, English letters, newline delimiters, and special (non-
alphanumeric) characters, and removed additional spaces between the words. Figure 1
provides some examples of the dataset.

https://shamela.ws/
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3.3. Transformer Models

Pretraining transformer-based models such as BERT-based and ELECTRA-based mod-
els showed a significant result on many downstream tasks [47]. Therefore, we experimented
with several base pretrained transformers: AraELECTRA, AraBERT, ARBERT, and MAR-
BERT. AraELECTRA [35] uses a replaced token detection objective on a large Arabic text
dataset. The performance results of AraELECTRA on several downstream NLP tasks show
that it outperforms current SOTA Arabic language representation models.

AraBERT is an Arabic pretrained language model that achieved SOTA performance on
Arabic NLP tasks when compared with multilingual BERT [36]. It was tested on different
tasks, such as named entity recognition, sentiment analysis, and question-answering tasks.
AraBERT has six model versions [48], which are AraBERTv0.1-base, AraBERTv0.2base,
AraBERTv0.2-large, AraBERTv1-base, AraBERTv2-base, and AraBERTv2-large. AraBERT
is publicly available for various Arabic NLP tasks.

BERT-based models ARBERT [37] and MARBERT [37] were introduced by Abdul-
Mageed et al. [37]. ARBERT was trained using 61 GB (6.5 B tokens) of modern standard
Arabic text that was collected from Wikipedia, crawled data, books, and news articles [49].
MARBERT [49] has been trained on a total of 128 GB of Tweets from various Arabic
dialects, with at least three Arabic words each. The Tweets were kept in their original
state with minimal preprocessing. The architecture of the AraBERT model for AA tasks is
demonstrated below in Figure 2. Other used models in this study have similar architecture.

Appl. Sci. 2023, 13, x FOR PEER REVIEW 9 of 15 
 

 

Figure 2. The AraBERT model architecture [50] for AA tasks. 

3.4. Baseline Model 

As indicated in the literature review, to the best of our knowledge, the current study 

is the first attempt at utilizing experiments in Arabic transformer-based models for the AA 

task. To further the research goal, we developed a baseline model to compare our results 

and improve the resulting AA model. We chose the transformer model AraELECTRA [35], 

because its results were satisfactory on various downstream Arabic NLP tasks, such as 

sentiment analysis, reading comprehension, and named-entity recognition. Hence, we 

decided to use AraELECTRA with the default hyperparameters (Table 1) as our baseline. 

Table 2 shows the performance of the baseline. 

Table 1. Default AraELECTRA hyperparameters. 

Hyperparameter Value 

Optimizer: adam_epsilon 1 × 10−8 

learning_rate 2 × 10−5 

num_train_epochs 2 

per_device_train_batch_size 16 

per_device_eval_batch_size 128 

Max_len (input text length) 128 

Table 2. Performance of AraELECTRA baseline. 

 
Dataset A Dataset B Dataset C Dataset D 

Accuracy F1-Score Accuracy F1-Score Accuracy F1-Score Accuracy F1-Score 

Baseline 

(AraELECTRA) 
0.67 0.66 0.48 0.42 0.43 0.39 0.33 0.27 

3.5. Experiments 

We experimented with the transformer-based models by fine-tuning them using 

different parameter settings on the four datasets. We further fine-tuned the models using 

Islamic legal text 1 

Fully connected layer 

Prediction label (author name) 

Figure 2. The AraBERT model architecture [50] for AA tasks.



Appl. Sci. 2023, 13, 7255 9 of 15

3.4. Baseline Model

As indicated in the literature review, to the best of our knowledge, the current study is
the first attempt at utilizing experiments in Arabic transformer-based models for the AA
task. To further the research goal, we developed a baseline model to compare our results
and improve the resulting AA model. We chose the transformer model AraELECTRA [35],
because its results were satisfactory on various downstream Arabic NLP tasks, such as
sentiment analysis, reading comprehension, and named-entity recognition. Hence, we
decided to use AraELECTRA with the default hyperparameters (Table 1) as our baseline.
Table 2 shows the performance of the baseline.

Table 1. Default AraELECTRA hyperparameters.

Hyperparameter Value

Optimizer: adam_epsilon 1 × 10−8

learning_rate 2 × 10−5

num_train_epochs 2
per_device_train_batch_size 16
per_device_eval_batch_size 128
Max_len (input text length) 128

Table 2. Performance of AraELECTRA baseline.

Dataset A Dataset B Dataset C Dataset D

Accuracy F1-Score Accuracy F1-Score Accuracy F1-Score Accuracy F1-Score

Baseline
(AraELECTRA) 0.67 0.66 0.48 0.42 0.43 0.39 0.33 0.27

3.5. Experiments

We experimented with the transformer-based models by fine-tuning them using
different parameter settings on the four datasets. We further fine-tuned the models using
two main hyperparameters that have been shown to impact the model performance: the
number of epochs [46] and the maximum length of tokens [51].

We performed the main experiments with three optimizations and an 80:20 split of the
development set (80% training, 20% testing) [52,53]. In addition, we conducted a second set
of experiments using five-fold cross-validation with an ensemble across all models (from
the k-folds). The cross-validation splits the data randomly into K-fold, where K = 5 in our
case, and then the model is trained on the K − 1 folds, while one-fold is left to test the
model, as demonstrated in [54].

4. Results and Discussion

We revisit the research question established in the introduction of this article and
answer it based on the results and observations from the experiments. Our research
question was: To what extent can Arabic pretrained transformer models provide satisfactory
performance for the task of Arabic authorship attribution in Islamic legal texts?

The conducted experiments utilized Google Colaboratory, with specifications illus-
trated in Table 3. Table 4 shows the results for the initial experiment, with default hyperpa-
rameters before any optimization. It is evident that ARBERT outperforms all other models
on all metrics, achieving 60% in terms of accuracy and 58% in terms of F1-score. The nearest
competitor was AraBERT, which achieved a 51% accuracy and a 49% F1-score. Moreover,
all other models showed improvement on the baseline. The results also suggest that the
performance is lower when the number of authors increases. This finding supports the
results reported by Chadoulis [55].
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Table 3. Hardware specifications for Google Colaboratory.

Parameters Specifications

Hardware Accelerator GPU
GPU Model Name NVIDIA A100

GPU Memory 40 GB
CPU Model Name Intel(R) Core (TM) i7-8550U

CPU Frequency 1.99 GHz
Available RAM 12 GB

Table 4. Performance results of initial experiment in authorship attribution for Islamic texts before
optimization processes.

Dataset A Dataset B Dataset C Dataset D

Accuracy F1-Score Accuracy F1-Score Accuracy F1-Score Accuracy F1-Score

MARBERT 0.73 0.72 0.58 0.56 0.56 0.54 0.48 0.44
AraBERT 0.75 0.74 0.65 0.63 0.55 0.53 0.51 0.49
ARBERT 0.86 0.85 0.72 0.71 0.70 0.69 0.60 0.58

Baseline 0.67 0.66 0.48 0.42 0.43 0.39 0.33 0.27

To answer this question, we present the results we obtained before optimization
(Table 4) and after the three optimizations (Tables 5–7). For generalization, and because
dataset D is the full dataset, we highlight in bold the best performance for this dataset. We
started the experiments using the default hyperparameters in Table 1. Then, we increased
the maximum length of the text from 128 to 512 in the first optimization. After that, we
changed the number of epochs to five in the second optimization. Finally, we changed the
number of epochs to 10 in the last optimization.

Table 5. Performance results for the experiment in authorship attribution for Islamic texts after first
optimization (input text = 512).

Dataset A Dataset B Dataset C Dataset D

Accuracy F1-Score Accuracy F1-Score Accuracy F1-Score Accuracy F1-Score

MARBERT 0.87 0.87 0.79 0.78 0.73 0.71 0.72 0.70
AraBERT 0.93 0.93 0.91 0.90 0.82 0.81 0.78 0.77
ARBERT 0.93 0.93 0.91 0.91 0.87 0.86 0.84 0.84

AraELECTRA 0.87 0.86 0.72 0.70 0.71 0.68 0.65 0.62

Baseline 0.67 0.66 0.48 0.42 0.43 0.39 0.33 0.27

Table 6. Performance results for the experiment in authorship attribution for Islamic texts with
second optimization (no. of epochs = 5).

Dataset A Dataset B Dataset C Dataset D

Accuracy F1-Score Accuracy F1-Score Accuracy F1-Score Accuracy F1-Score

MARBERT 0.95 0.95 0.94 0.94 0.94 0.94 0.93 0.93
AraBERT 0.97 0.97 0.98 0.97 0.93 0.93 0.93 0.93
ARBERT 0.96 0.96 0.96 0.96 0.94 0.94 0.94 0.94

AraELECTRA 0.97 0.97 0.96 0.96 0.93 0.93 0.90 0.90

Baseline 0.67 0.66 0.48 0.42 0.43 0.39 0.33 0.27
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Table 7. Performance results for the experiment in authorship attribution for Islamic texts with third
optimization (no. of epochs = 10).

Dataset A Dataset B Dataset C Dataset D

Accuracy F1-Score Accuracy F1-Score Accuracy F1-Score Accuracy F1-Score

MARBERT 0.98 0.98 0.97 0.97 0.95 0.95 0.95 0.95
AraBERT 0.97 0.97 0.98 0.98 0.96 0.96 0.96 0.96
ARBERT 0.97 0.97 0.97 0.97 0.95 0.95 0.96 0.96

AraELECTRA 0.99 0.99 0.99 0.99 0.96 0.97 0.97 0.97

Baseline 0.67 0.66 0.48 0.42 0.43 0.39 0.33 0.27

To improve the results, we performed three different optimizations on the dataset.
Because this study is focused on the AA task that is relevant to each author’s writing style,
including such aspects as word selection, word placement, and punctuation marks, we
considered the maximum input lengths that impact the authors’ styles. Thus, we increased
the maximum length of the text from 128 to 512 in the first optimization, as the maximum
token length accepted by the transformer-based model is 512 [44,56]. Table 5 presents a
comparison of performance results after this optimization. From the results, we can observe
that performance for all models improved significantly. ARBERT still outperforms all other
models by achieving 84% in terms of accuracy and 84% in terms of F1-score. However,
AraBERT achieved 78% accuracy and 77% for F1-score, whereas its nearest competitor was
MARBERT, which achieved 72% accuracy and 70% F1-score. AraELECTRA still presents a
lower performance level in comparison with all other models. Moreover, Table 5 illustrates
a decrease in performance when adding more authors, similar to the effect shown in the
initial experiment (Table 4).

The results obtained so far are not comparable to the highest attained result for the
AA task using transformer-based models in previously published studies on low-resource
languages, such as the study performed for the Bengali language [57]. Thus, we further fine-
tuned our models by increasing the number of epochs. According to [46], increasing the
number of epochs can improve performance for the AA task. All the models’ performance
results improved after changing the maximum input tokens to 512 and the number of
epochs from two to five. As Table 6 shows, ARBERT continued to outperform all other
models by achieving 94% in terms of accuracy and 94% in terms of F1-score, whereas its
nearest competitors MARBERT and AraBERT achieved 93% accuracy and 93% for the F1-
score. In addition, AraELECTRA continued to show the lowest performance in comparison
to all other models, achieving 90% accuracy and 90% for the F1-score. Our conclusion thus
remained the same to that of previous experiments: performance decreases when more
authors are added.

Although the results improved when increasing the number of epochs, as Table 6
shows, possibilities for improvement remained unchanged as compared to the literature, in
which bnBERT [57] achieved 98% accuracy. Therefore, we further increased the number of
epochs to 10, according to [46], to enhance the performance of the models. Table 7 shows
the results of this final optimization; surprisingly, AraELECTRA achieved 97% in both
accuracy and F1-score results, which are higher than previous experiments. In addition,
MARBERT showed the lowest performance, with 95% in both accuracy and F1-scores.
ARBERT and AraBERT obtained 96% in terms of accuracy and F1-scores, which is an
increase compared to the previous experiment. To conclude, and based on our experiments,
AraELECTRA (fine-tuned on 10 epochs with a maximum token length of 512) achieved the
best performance for the AA of Islamic legal texts.

By comparing our final best results with those reported in the literature for low-
resource languages, as Table 8 shows, our best model is found to be comparable to the best
model reported. This answers our research question, in that Arabic pretrained transformer
models can provide satisfactory performances for the task of Arabic authorship attribution
in Islamic legal texts.
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Table 8. Performance comparison with the existing literature using transformer-based approaches to
authorship attribution for non-English texts.

Existing Literature Base Model Name Accuracy

Imran and Amin [57] bnBERT (Bengali) 98%
Romanov et al. [58] Transformer (Russian) 81%

Our Model AraELECTRA (Arabic) 97%

The results in Tables 4–7 answer the first research question, and highlight the most
important hyperparameters that affect the AA for Islamic legal texts. Based on this evidence,
we conclude that the best hyperparameters are 10 epochs and a maximum input length of
512 tokens.

To further validate the performance and test for generalizability, we conducted an
experiment using five-fold cross-validation with an ensemble of all models (from the
K-folds) on dataset D, using the best optimization. Table 9 shows the results of this
experiment. However, performance decreased by 1% for AraELECTRA and AraBERT.
The five-fold cross-validation had no significant effect on the results for either MARBERT
or ARBERT. Despite these lower results, AraELECTRA and ARBERT remain the best-
performing models.

Table 9. Performance results for the experiment in authorship attribution for Islamic texts with 5-fold
validation.

Dataset D

Accuracy F1-Score

MARBERT 0.95 0.95
AraBERT 0.95 0.95
ARBERT 0.96 0.96

AraELECTRA 0.96 0.96

Baseline 0.33 0.27

To investigate our results further, we performed a model testing on an unseen indepen-
dent dataset. We randomly selected 100 texts from a sample of 13 authors from Al-Maktaba
Al-Shamela, and evaluated the predictions using the AraELECTRA and ARBERT base
models, which are the two that specifically outperformed the other models after the cross-
validation process. AraELECTRA and ARBERT gained 96% for the task of AA as Table 9
shows. However, there was a slight performance decrease when predicting and labeling
unseen data: both models misclassified seven texts, and classified 93 texts correctly.

5. Conclusions

This work addresses the task of Arabic AA for Islamic legal texts using Arabic trans-
former models. We conduct several experiments using SOTA Arabic BERT-based trans-
former models: AraELECTRA, AraBERT, ARBERT, and MARBERT. Since there were no
available datasets for Islamic legal texts with corresponding authors, we developed our
own dataset for this research. The results of this study show that ARBERT and AraELEC-
TRA outperformed other models, reaching 96% in terms of both accuracy and F1-score.
Finally, we can conclude that pretrained transformers, specifically ARBERT and AraELEC-
TRA models fine-tuned using the Islamic legal text dataset, have shown significant results
for the main task addressed in this research. A significant area of future work involves
improving on the models’ performance by using ensemble methods over the transformers.
Another venue for future work involves investigating AA using scanned document images
to recognize an author’s written calligraphy script. Moreover, we can investigate with
generative transformers such as GPT models.
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