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Abstract: Automation in the modern world has become a necessity for humans. Intelligent mo-
bile robots have become necessary to perform various complex tasks in healthcare and industry
environments. Mobile robots have gained attention during the pandemic; human–robot interaction
has become vibrant. However, there are many challenges in obtaining human–robot interactions
regarding maneuverability, controllability, stability, drive layout and autonomy. In this paper, we
proposed a stability and control design for a telepresence robot called auto-MERLIN. The proposed
design simulated and experimentally verified self-localization and maneuverability in a hazardous
environment. A model from Rieckert and Schunck was initially considered to design the control
system parameters. The system identification approach was then used to derive the mathematical
relationship between the manipulated variable of robot orientation control. The theoretical model
of the robot mechanics and associated control were developed. A design model was successfully
implemented, analyzed mathematically, used to build the hardware and tested experimentally. Each
level takes on excellent tasks for the development of auto-MERLIN. A higher level always uses the
services of lower levels to carry out its functions. The proposed approach is comparatively simple,
less expensive and easily deployable compared to previous methods. The experimental results
showed that the robot is functionally complete in all aspects. A test drive was performed over a given
path to evaluate the hardware, and the results were presented. Simulation and experimental results
showed that the target path is maintained quite well.

Keywords: healthcare; telepresence; image classification; obstacle detection

1. Introduction

In the recent era, mobile robots are receiving attention in many applications where
human and robot interactions have become feasible. In addition, the application of robots
in a friendly manner and the simplicity of the robotic design complement humans in many
activities. Everyone is talking about smartness and digitization in daily and routine life.
The demand for automation is increasing daily, with greater flexibility in completing tasks.
There are many research gaps and applications of the telepresence robot. A few of the
research gaps are highlighted as follows:

1. Robots can work remotely and even in environments where it becomes impossible for
a human being to approach them. These robots are obtaining market value due to their
capabilities, including executing complex tasks simply and with a fast and precise
response. It becomes easy for the robot to work in hazardous environments [1–3].
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2. Besides completing complex tasks, robots are mostly used in entertainment, the fash-
ion industry, teleconferencing and healthcare systems [4–6]. However, healthcare
applications require sophisticated robots to perform exact and precise surgery, which
requires complex robot design and controlled functions [7]. For such an environment,
robots should be well-trained using the master–slave application. In other environ-
ments, such as military applications and a scenario such as the COVID-19 pandemic,
orientation and self-localization play a vital role.

3. In the current situation, human beings are more dependent on technology than ever
before, and it is becoming more and more complicated. Even though rapid progress
in automation has been attained in addressing social and industrial issues using
remotely controlled devices, further investigation is inspired by user satisfaction and
systematic requirement analysis. Telepresence robots, called smart and independent
machines, could be a possible substitute to be included in the human social ecosys-
tem. Telepresence robots are machines designed to enable individuals to interact
with and explore remote environments in real time. These robots can be remotely
operated from anywhere worldwide, allowing users to virtually visit far-flung loca-
tions without leaving the comfort of their homes or offices [8]. It is accessible as a
reasonable solution, permitting the user to be at home with ongoing distant checking
and maintain communication with the counsellor [9–11]. The concept of telepresence
has been around for decades. Still, recent advancements in technology have made it
possible to create more sophisticated telepresence robots that offer a higher degree of
interactivity and immersion. These robots typically consist of a mobile base that can
move around a space, a camera and microphone for capturing video and audio, and
a screen or display that allows the user to see and hear what the robot is seeing and
hearing. [12,13].

In the presented research work, a stability and control design of a mobile robot has
been developed. One of the primary applications of telepresence robots is in the field of
remote work. With the rise in remote work and distributed teams, telepresence robots offer
a way for remote workers to feel more connected to their colleagues and workplace. For
example, a telepresence robot can allow remote workers to attend meetings and interact
with coworkers as if they were physically in the office [14–19]. Telepresence robots are also
increasingly being used in healthcare settings. For example, doctors can use telepresence
robots to remotely visit patients and provide consultations without physically being in
the same location. This is particularly useful for patients in remote or underserved areas,
where access to medical professionals may be limited. A mini-computer is an essential part
of the robot, which comprises the user program, and the operator can parameterize the
robot by exploiting these parameters. A wireless interface is also applied so the robot can
be operated remotely [20].

A small robot model referred to as HPI Savage 2.1 was established, as shown in
Figure 1. The vehicle is furnished with Ackermann steering and is controlled on a double
track, meaning the robot can be controlled with front wheels. It is a four-wheel drive, and
full control is available on each wheel to steer in any direction and control the motion. Thus,
similar settings conquer as in an ordinary four-wheel-drive vehicle. It monitors that the
speed and maneuverability of the robot are coupled.

The robot exploits three heavy-duty direct current (DC) motors called TruckPuller3 of
7.2 V each and the controlling-model-equipped servo motor HiTec HS-5745MG. An optical
position encoder M101B of Megatron Elektronik AG & Co. is employed to drive the motor.
In the era of automation, telepresence robots are becoming more attractive in various fields
of medicine, academia and industries [20,21]. Each environment has different protocols to
maximize performance and minimize security threats. In [22], the authors devised methods
to enhance security in IoT-enabled environments. Secure routing planning methods have
been suggested by [23,24]. The authors of [25] proposed new ideas to achieve adaptive and
robust control for teleoperation. Many researchers have developed efficient mobile robot
methods for the wireless sensor network in different scenarios, e.g., underwater and energy-
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aware cluster-based schemes [26–30]. The list of technical parameters of auto-MERLIN is
given in Table 1.
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Table 1. Technical parameters of auto-MERLIN.

Items Characteristics Items Characteristics

SP Main emphasis lv Distance center of gravity front axle

VR Front wheel δ Steering angle (rad)

HR Rear wheel v Current velocity

r Curve radius a Zero-point shift

lh Distance center of gravity front axle b Slope of straight line

ζ Auxiliary angle (rad) φ Orientation angle (rad)

Sideslip angle (rad) δplay Relative maximum deviation

G(s) Transfer function ωmax Step response (EncImp/s)
dφ
dt

Orientation change KP Controller gain

For autonomous navigation, orientation control is crucial; otherwise, the robot cannot
reach its target goal point from the start. Therefore, the main focus was to design a precise
and accurate orientation controller for an approximated robot model. A cascade control
loop was developed where the speed controller out is fed to the position controller. Its
output serves as an input to the orientation controller. The relationship between change
in orientation and the PWM controller has been established mathematically. The results
shown in Section 4 present the effectiveness of the designed controller through different
scenarios. There is a very small drift between the actual orientation and the desired one
due to the nonlinearity of stiffness of the steering mechanism. Most mobile robots have a
differential drive, so it is easier to control orientation, unlike auto-MERLIN, a car-like robot
with a nonlinear steering mechanism.

Orientation control of a mobile robot refers to the ability of the robot to adjust and
maintain its direction of motion. This can be achieved through various techniques, such as
using sensors to detect the robot’s orientation, implementing feedback control algorithms
to adjust the robot’s motion and using mapping and localization techniques to track the
robot’s position and orientation. Ultimately, orientation control ensures the robot can
navigate its environment and complete its intended tasks.

The orientation control of a car-like mobile robot with a steering mechanism is essential
to its navigation system. The robot’s orientation refers to the direction in which it is facing
and moving. It is important to accurately control the robot’s orientation to achieve efficient
and precise navigation. This article discusses the orientation control of a car-like mobile
robot with a steering mechanism.
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Firstly, let us understand the steering mechanism of a car-like mobile robot. The
steering mechanism consists of two wheels at the front and two wheels at the back of the
robot. The front wheels are connected to a steering mechanism that allows them to turn
in different directions. By turning the front wheels, the robot can change its direction of
movement. The back wheels propel the robot and keep it moving in a straight line.

To control the robot’s orientation, it is necessary to control the movement of the front
wheels. The movement of the front wheels determines the direction of movement of
the robot. The robot’s orientation can be controlled by changing the angle of the front
wheels. This can be done using a servo motor connected to the robot’s steering mecha-
nism. The servo motor can be controlled using a microcontroller that receives input from
various sensors.

Various sensors can be used to control the orientation of the robot. These include
gyroscopes, accelerometers and magnetometers. A gyroscope measures the robot’s rotation
rate, while an accelerometer measures its acceleration. A magnetometer measures the
magnetic field around the robot. Using these sensors, the microcontroller can determine
the robot’s current orientation and adjust the angle of the front wheels accordingly.

The orientation control of a car-like mobile robot with a steering mechanism is crucial
for its navigation system. By accurately controlling the robot’s orientation, it can move
efficiently and precisely toward its target. This is particularly important in applications such
as autonomous vehicles, where the robot must navigate complex environments without
human intervention. The importance and contribution of the proposed research work is
given below:

• The objective was to equip auto-MERLIN to navigate the desired path, sense obstacles
and escape them. It needs advanced control electronics to be produced because the
existing design did not fulfil the requirements.

• An important aspect of its navigation system is the orientation control of a car-like
mobile robot with a steering mechanism.

• By controlling the movement of the front wheels, the robot’s orientation can be con-
trolled. This can be achieved using sensors and a microcontroller that adjusts the angle
of the front wheels.

• Efficiently and accurately navigate the robot toward its destination should be carried
out with precise orientation control.

• A more sophisticated approach of self-localization and orientation control of the
mobile robot is a dire requirement in the healthcare environment, which is discussed
in this paper.

2. Background

Implementing a mobile robot in a healthcare environment is a crucial task. It is quite
important for healthcare directors and policy makers [31]. It is also as much a concern for pa-
tients and operators who must operationalize them outside formal clinical situations [32,33].
It is worth mentioning that mobile robots are often considered the best alternative to ex-
plore and implement in aggressive remote areas. Conventional application regions are
space examination and treating plants [8]. With the same consideration of exploration,
modernized ideas have been explored in the healthcare system and industries [34]. The
methodology and the design implementation remain the same to control the mobile robot
in a healthcare environment [16,35]. The recent era of telematics, developed by employing
internet service providers, enables the technology over a wide range of commercially avail-
able applications. Examples include telemedicine, equipment telemaintenance and online
learning environments from remote locations [36].

Another application of telepresence robots is in education. With the rise of online
learning, telepresence robots offer a way for students to participate in classroom discussions
and interact with their peers and teachers as if they were physically present. This can be
particularly helpful for students who cannot attend in-person classes due to illness or
disability. Telepresence robots are also used in various other settings, such as museums,
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trade shows and even as personal assistants for individuals with disabilities. As technology
advances, we will likely see even more innovative applications of telepresence robots in
the future [37–40].

The most common approaches to the simple design of mobile robots can be found
in [41,42]. A robot comprises both software and hardware designs. There are many
components which provide much information about the motion and position of the mobile
robot. The sensors fulfil the task and send the information to the remote operator to perform
specific routine instructions. All this information is controlled using the software module
of the robot [43,44]. The software part of the mobile robot sends the control instructions,
which are operator-dependent. These are used to exactly control and locate the robot in
the desired location and obtain important information from each actuator. The function
of the actuator is to provide complete control over the hardware activities of the mobile
robot [8,10,44]. The core concern of the design is to control the driving behavior and avoid
an obstacle at each instance [6,38,45]. The second crucial part is the decision-making device,
which controls the orientation robot and self-localizes it to avoid obstacles during the
journey and provide a safe track [46,47]. Another term, “maneuver,” is also called, but
better and more precise terms are “behavior” or localization, which are more frequently
used in the article [48–52]. The control of a robot in an austere and cognitive environment
is presented in [52,53]. More examples of ray robots with a multi-objective design are
presented in [54,55].

3. Orientation Controller Design

The orientation controller controls the orientation of the robot. Adjusting this controller
is a huge challenge because the distance can only be determined through rough estimates.
Figure 2 shows the basic control loop of the orientation controller.

The most important property of the controller is the variable time base. There is a base
time constant Tbase set equal to the cycle time of the control algorithm. It is, therefore,
10 ms here. To determine the desired modified cycle time dt, this time base is multiplied
by the ratio between the instantaneous drive speed yω(t) and the maximum drive speed
ωmax [45,50–55]. This is because the controller can be set for a constant driving speed of the
robot, namely ωmax. With this modification, integrations are no longer carried out over time
but over the distance covered. This makes sense because the robot’s orientation can only
change when driving. It is impossible to change orientation when stationary, no matter
how hard one steers. However, the variable time base also has some disadvantages for the
controller [49–53].

On the one hand, only a PI controller can be used because the D component, when
stationary, leads to a singularity due to division by zero. For this reason, the program
implements the PI controller as a parallel connection of proportional and integral parts.
However, no anti-wind-up feedback can be integrated. As a compromise, the integrator
value accumulation is strictly limited.

Some blocks have been colored in the block diagram of the orientation control loop.
Blocks of the same color largely compensate for each other. In principle, the controlled
system consists of the red boxes’ steering and single-track model. The single-track model
by Rieckert and Schunck was considered the first to model the controlled system. The
steering behavior of the robot was then experimentally determined to derive the math-
ematical relationship between the manipulated variable of the steering servo and the
robot orientation.

3.1. The Single-Track Model

First, the single-track model by Rieckert and Schunck for small velocities and accelera-
tions was considered. The slippage of the vehicle due to centrifugal forces was neglected.
Figure 3 shows the geometric relationships of the single-track model used here.
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The single-track model (Riekert and Schunck) permits the approximation of the vehicle
lateral dynamics, as shown in Figure 3. Utilizing it makes some simplifications possible
without influencing the fundamental analysis of mobile robot behavior for lateral dynamics.
Readers are encouraged to study for a more detailed implementation of the Riekert and
Schunck model [56]. In the proposed case, we consider the static obstacles. The single-track
model analysis explains the analysis of handling the mobile robot during the ride from the
doctor’s office to the patient ward, and the behaviors of the wheels are observed during the
track. By employing this model, it is easy to translate it into the simulation tool. Secondly,
it is mostly employed because of simplicity and linear dependency between the wheel
forces and the slip angle. The utilization of this model in the proposed research problem is
based on some simplification about the slip angle, wheel forces, wheel-load distribution
and longitudinal forces.

Figure 3 shows the geometric relationships of the single-track model. Figure 3 de-
scribes the following parameters: δ, r and b. The sideslip angle denotes the vehicle’s
deviation direction from the center of gravity.

The current velocity v of the front wheels is denoted over a fixed coordinate system b
and the steering angle δ. The vehicle’s movement relates to the vehicle’s center of gravity
SP. When cornering with a constant steering angle δ, it describes a circular path with the
curve radius r. The relationship between the steering angle δ and the curve radius r is
sought. For this purpose, the right-angled triangle with sides r, a and lh is considered first.
Side a can be determined using the Pythagorean theorem.

a =
√

r2 − l2
h (1)

Now, the right-angled triangle consisting of sides a and lh + lv and the angle ζ is
considered. The tangent of angle ζ can be expressed using the two well-known legs of
the triangle.

tan ζ =
a

lh + lv
(2)

By inserting Equation (1) for a, we obtain

tan ζ =

√
r2 − l2

h

lh + lv
. (3)

The auxiliary angle ζ and the steering angle δ add up to a right angle π/2. Thus, the
steering angle δ as

ζ =
π

2
− δ (4)

Substituting the value of ζ in Equation (3).

tan
(π

2
− δ
)
=

√
r2 − l2

h

lh + lv
(5)

Finally, Equation (5) can still use two identities

tan
(π

2
− δ
)
= cot(δ) (6)

and
1

cot(δ)
= tan(δ) (7)

to
δ = tan−1 lh + lv√

r2 − l2
h

(8)
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Now, there are two levels of approximation. First, tan−1 can be neglected for the small
steering angles δ.

δ ≈ lh + lv√
r2 − l2

h

(9)

If the curve radius is very large compared to the distance lh between the center of
gravity and the rear axle, the term is simplified as follows:

δ ≈ lh + lv
r

. (10)

According to Equation (10), the robot implements simple approximation because it
delivers significantly better results than strong approximation. It should also be noted
that only positive curve radii and steering angles are considered here. The information
for steering to the left and right can be stored in the sign of the curve radius r and the
steering angle δ. For the robot, a positive sign means steering to the right, and a negative
sign means steering to the left.

Now, the change in orientation dφ
dt is of interest as its integration gives the orientation

angle φ. Because steering provides a steering angle δ, a function is sought that establishes a
relationship between the steering angle δ and the change in orientation dφ

dt .

The change in orientation dφ
dt is angular velocity with path velocity v and the circle

radius r. Thus, the change in orientation can be denoted as follows:

dφ

dt
=

v
r

(11)

where r is

r =

√(
l

tan(δ)

)2
+ l2

h (12)

Insert the radius r into Equation (11) to obtain the following:

dφ

dt
=

v√(
l

tan(δ)

)2
+ l2

h

(13)

A functional connection between the steering angle δ and the change in orientation dφ
dt

is therefore established.

3.2. Determination of the Steering Mechanics

The controlled system can now be modelled with the knowledge gained from the
single-track model. The entire steering train should provide a steering angle δ, resulting in
a sideslip angle or curve radius r. The steering, which consists of the servo motor and the
steering linkage, converts a PWM signal into a steering angle δ. This transmission element
is considered to be linear. The relationship is determined experimentally. The vehicle
translates the steering angle δ into a curve radius r via the underlying single-track model,
which is directly related to the change in orientation dφ

dt . This relationship is mathematically
precisely defined from the previous consideration.

The mathematical function between the steering value PWM and the steering angle δ
was determined experimentally. For this purpose, the steering value of the robot was set to
specified values. After selecting the steering value, it had to be ensured that the wheels
also assumed the associated steering angle. This can be seen from the fact that the steering
servo made no more correction attempts. The robot slowly moved forward, and the path
covered was recorded. In this case, the recording was done with a felt-tip pen that drew
on the floor. The floor was previously laid out extensively with counting paper. Finally,
the tracks were measured. The curve radius was determined from three measuring points
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per lane. The additional measurement points were intended to verify the calculated circle
radius. Finally, the steering angle was calculated from the curve radius using Equation (12)
to obtain a relationship between the steering value PWM and the steering angle δ. The
distances between the center of gravity and the front or rear axle were also required to
calculate the steering angle δ. These are as follows:

lv = 0.205m (14)

and
lh = 0.135m (15)

The results are presented in Table 2. For points, the top value represents the x-coordinate,
and the bottom value represents the y-coordinate. All positions and lengths are in meters.

As mentioned, a linear relationship between the steering value and the steering angle
δ is now expected. The linear regression method represents this relationship as precisely as
possible. The artificial linear equation becomes

δ = a + b · PWM (16)

The linear regression shows that slope b of the straight line is the ratio between the
covariance of the steering value and the steering angle and the variance of the steering
value. The slope b is

b =
Cov(PWM, δ)

Var(PWM)
= 2.22607 × 10−3 (17)

The ordinate section a is calculated as

a = δ − b · PWM = 9.10034 × 10−3 (18)

where the δ and PWM represent the mean values from all measurement samples. The
empirically determined mathematical relationship between the steering value PWM and
the steering angle δ is therefore

δ = 9 × 10−3 + 2.22607 × 10−3 · PWM (19)

Finally, the relationships obtained must be combined to calculate the necessary steering
value PWM for the desired circle of radius r. The steering angle δ serves as an intermediate
variable because it comprises the pre-control and controller components’ steering angle
components. The steering angle δ thus represents the manipulated variable of the controller.
To obtain the relationship between the steering angle δ and the steering value PWM,
Equation (18) is solved for the steering value PWM.

PWM =
δ − a

b
=

1
2.22607 × 10−3 ·

(
δ − 9.10034 × 10−3

)
(20)

Here, a represents the zero-point shift, and b represents the amplification of the steering
servo and the steering linkage.

The pre-control can calculate the necessary steering angle according to Equation (10),
whereby the sign must be considered separately. The controller is only required for dis-
turbance variable compensation. Its manipulated variable is added to the pre-controlled
steering angle. The necessary steering value PWM is then calculated from the sum using
Equation (20).
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Table 2. Measurement of curve radii for given steering values.

Steering
Value Pt. 1 Pt. 2 Pt. 3 Pt. 4 Pt. 5 Pt. 6 Circle

Center Radius Steering
Angle (Rad)

Steering
Angle

(Degree)

−100 2.700
0.011

2.000
0.109

1.500
0.353

1.050
1.097

2.566
1.604 1.599 −0.2088 −11.96◦

−90 2.700
0.023

2.000
0.126

1.500
0.439

1.075
1.064

2.677
1.621 1.602 −0.2084 −11.94◦

−80 2.700
0.061

2.000
0.096

1.500
0.314

1.000
0.771

0.900
0.910

2.456
1.877 1.832 −0.1830 −10.49◦

−70 2.700
−0.021

2.000
0.017

1.500
0.233

1.000
0.675

0.775
1.033

2.466
1.837 1.873 −0.1791 −10.26◦

−60 2.700
0.013

2.000
0.097

1.500
0.257

1.000
0.512

0.500
0.901

0.325
1.082

2.737
3.268 3.255 −0.1040 −5.96◦

−50 2.700
0.138

2.000
0.169

1.500
0.302

1.000
0.561

0.500
0.987

0.400
1.103

2.447
2.758 2.632 −0.1283 −7.35◦

−40 2.700
0.226

2.000
0.266

1.500
0.339

1.000
0.499

0.500
0.603

0.005
0.789

2.752
7.207 6.981 −0.0487 −2.79◦

−30 2.700
0.184

2.000
0.230

1.500
0.302

1.000
0.389

0.500
0.499

0.000
0.716

2.923
8.383 8.205 −0.0414 −2.37◦

−20 2.700
0.358

2.000
0.390

1.500
0.430

1.000
0.403

0.500
0.591

0.000
0.702

2.783
11.777 11.420 −0.0298 −1.71◦

−10 2.700
0.326

2.000
0.348

1.500
0.371

1.000
0.407

0.500
0.453

0.000
0.506

3.070
26.217 25.894 −0.0131 −0.75◦

10 0.525
0.092

1.000
0.082

1.250
0.077

1.425
0.073

2.000
0.059

2.500
0.039

−1.009
−93.895 93.999 0.0036 0.21◦

20 0.300
0.083

1.000
0.153

1.250
0.192

1.425
0.222

2.000
0.328

2.500
0.438

−0.951
14.830 14.800 0.0230 1.32◦

30 0.500
0.097

1.000
0.159

1.250
0.207

1.425
0.250

2.000
0.428

2.500
0.620

−0.046
6.270 6.197 0.0548 3.14◦

40 0.300
0.100

1.000
0.229

1.250
0.315

1.425
0.392

2.000
0.711

2.500
1.100

−0.067
3.828 3.746 0.0905 5.18◦

50 0.500
0.100

1.000
0.199

1.250
0.278

1.425
0.346

2.000
0.648

2.500
1.050

0.066
3.594 3.521 0.0962 5.51◦

60 0.325
0.095

1.000
0.268

1.250
0.410

1.425
0.524

0.159
2.144 2.056 0.1636 9.37◦

70 0.525
0.042

1.000
0.290

1.250
0.528

1.425
0.808

0.075
1.482 1.508 0.2208 12.65◦

80 0.525
0.042

1.000
0.283

1.250
0.505

1.425
0.735

0.016
1.634 1.672 0.2000 11.46◦

90 0.525
0.052

1.000
0.340

1.250
0.625

1.425
1.010

0.009
1.438 1.479 0.2251 12.89◦

100 0.525
0.062

1.000
0.429

1.250
0.910

−0.028
1.269 1.328 0.2595 14.29◦

3.3. Determination of the Steering Play

The steering of the robot has a noticeable play. It occurs due to mechanical connections
on the one hand and due to serving on the other hand. It always causes slight instability
in the system. It can also be seen when driving the robot in a controlled manner. When
driving, especially when reversing, it performs a slight lurching movement to the side.
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The robot is moved with a steering value of zero to determine the steering play.
Two path recordings are carried out. In the first, the front wheels of the robot are pushed so
far to the left before driving off that the steering servo tries to correct the steering angle but
cannot do so. The second measurement pushes the front wheels to the right accordingly.
The circle radii of the two paths can be determined from the paths obtained, which the
robot draws on the floor with a felt-tip pen. It was ensured that only points representing the
stationary case were used to determine the radii so that the overstretching of the steering
was not measured. The orbit data from Table 3 were measured with this method. The
individual measuring points are not listed for the sake of clarity.

Table 3. Minimum circle radii when driving straight ahead to determine play.

Direction Circle
Center (X)

Circle
Center (Y)

Circle
Radius

Steering
Angle (rad)

Steering
Angle (deg)

Left −0.031 m −15.547 m −16.296 m −0.02087 −1.20◦

Right −1.225 m 17.133 m 16.445 m 0.02067 1.18◦

The steering angle deviation from the target value is the same in both cases. If one adds
the difference in the maximum steering deflections from Table 2, the relative maximum
deviation from the end of the scale can be determined. It amounts to

δplay =
±∆δ

δmax − δmin
=

±1.2◦

14.29◦ − (−11.96◦)
= ±0.046 ≈ ±5% (21)

3.4. Determination of the Dynamics of the Steering Train

An attempt is made to estimate the dynamic behavior of the steering by measuring
the robot’s orientation. For this purpose, the robot is accelerated to 600 EncImp/s. The
steering value PWM, transmitted to the steering servo, is 0 during this time. The robot
should therefore drive straight ahead. Then, the steering value is abruptly changed to
−75, so the robot should steer strongly to the right. The robot orientation is recorded. This
recording is finally evaluated.

The expected change in orientation is determined in advance. For this purpose, the
steering value of PWM = −75 is used in Equation (16). There is a steering angle δ of

δ = a + b · PWM = 9.10034 × 10−3 + 2.22607 × 10−3 · (−75) = −0.1579 = −9.04 (22)

Inserting this into Equation (13), we obtain the expected change in orientation
as follows:

dφ

dt
=

v√(
l

tan(δ)

)2
+ l2

h

=
0.348028√(

0.34
tan(−0.1579)

)2
+ (0.135)2

= 0.1627
rad

s
= 9.32

◦

s
(23)

The block diagram of steering in Figure 2 can be simplified. The quantizer before the
steering is omitted because the actuating signal is a constant value corresponding to one
quantization level. The subsequent transformation of the PWM value into a steering angle
is due to constant amplification for constant control values. The play only has a minor
effect because the steering angle is only changed in one direction. The relationship between
the steering angle and the change in orientation in the single-track model only represents
constant amplification for a constant steering angle. This enables an analytical consideration
with which the time constants of the transfer function GS(s) can be determined. Taking into
account the integrator in the single-track model, the step response results for the transfer
function are as follows:

G(s) = GS(s) ·
K
s

(24)
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First, the integrator is removed by differentiating the transfer function once in the
time domain. The differences between adjacent values must be formed and divided for
the measured function by the sampling time. Unfortunately, the quantization distance of
the magnetometer is so large that the readings rarely change. Therefore, the differentiated
signal resembles strong noise. To control this, the measured values are smoothed by a PT1
element with a time constant of one second. Of course, this must be taken into account
in the transfer function G(s). A modified approach for the transfer function results in
the following:

G(s) = s · G(s) ·
1

τ · s − 1
= GS(s) ·

K
τ · s − 1

with τ = 1 s. (25)

Figure 4 shows the derived and smoothed measured values with the blue curve. The
red curve is a very rough approximation.

K.Gs(s) =
14◦
75

0.4(s − 1)
.

1
(s − 1)

.e−0.33s ≈ 3.3 × 10−3

0.4(s − 1)
.

1
(s − 1)

.e−0.33s (26)
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Accordingly, the model of the dynamics has the following transfer function:

GS(s) =
e−Tt ·s

τS · s − 1
= −PS · e−Tt ·s

s − PS
=

2.5 · e−0.33·s

s + 2.5
(27)

Division by 75 is necessary because a steering value of 75 was specified as a jump.
In addition, a conversion was made from degrees to radians. A time constant of 0.4 s
comes from the steering dynamics, a time constant of 1 s comes from the smoothing. In
addition, the system has a dead time of approximately Tt = 0.33 s. This likely comes from
the processing time of the servo motor.

Because the step response was measured at a drive speed of 600 EncImp/s, the
controller is also designed for this speed. This automatically applies the following:

ωmax = 600EncImp/s (28)
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A large deviation is noted from the measured values and the mathematical system
result. It is noted that the orientation changes do not start at exactly zero. This proves that
the robot is not driving in a straight line because of steering play and other disturbances.
The amplification varies as of 11◦ − (−3◦) = 14◦, which deviates from the smoothed value
of 9.32◦ but yields agreement with the magnitude. To solve this issue, optimization of the
orientation controller is required.

3.5. Description of the Remaining Nonlinearities

The remaining elements in the orientation-control-loop block diagram shown in
Figure 4 are now described. The red steering box represents a mathematical model de-
scribing the steering servo and mechanism. First, the servo motor receives a discretized
signal by the microcontroller’s values. The actuating signal consists of a pulse with a
length of between one and two milliseconds and is repeated every twenty milliseconds.
The microcontroller rasterizes this signal to a total of 256 steps. Accordingly, the signal is
quantized in a 3.9 µs grid. The quantizer, which also works as a limiter, is responsible for
this in the signal flow diagram. The control signal from the servo motor consists of the
desired steering angle, which is transformed into the PWM signal via the experimentally
found stateless relationship.

The transfer function GS(s), which describes the steering dynamics, and the steering
play have already been explained. Steering is followed by the single-track model, which is
intended to mathematically describe the robot’s behavior as a simple vehicle. In principle,
it consists of the function that describes the relationship between the steering angle δ and
the change in orientation dφ

dt . Finally, the orientation change dφ
dt is integrated, considering

the initial conditions to obtain the absolute orientation.
The robot orientation is measured using the magnetometer. It measures the Earth’s

magnetic field and uses this to calculate the robot’s angle relative to the Earth’s magnetic
north pole. Currently, only the X and Y channels are evaluated using the magnetometer.
They are arranged orthogonally to each other and lie in the plane. Therefore, the X channel
measures the cosine, and the Y channel measures the sine of the orientation angle φ. The
magnetometer does have automatic angle determination with drift and tilt compensation,
but this only works if the magnetometer is still. Therefore, the raw measured values
of the magnetic field strengths are evaluated. Each measuring channel has an offset
error. In addition, the sensitivities of both channels are slightly different. The offset amp
symbols represent this. The offset errors can be eliminated with suitable calibration, and the
sensitivities can be adjusted. The orientation is again calculated via the arctangent 2 function
and finally quantized based on digital technology. Unfortunately, when determining the
orientation of the Earth’s magnetic field, one has to consider that it is very weak and easily
disturbed by other magnetic fields. These include permanent magnets and electromagnets.

Furthermore, ferrous objects strongly deform the course of the magnetic field. In the
corridor of the university building, the measured angle changes reproducibly at the same
point by up to 20◦ on a straight line. Of course, this makes the magnetometer measurement
very inaccurate. Added to this are the remanence effects of the sensors, whose offset
adjustments can only eliminate. It must also be mentioned that there is currently no way to
record the steering angle of the front wheels directly, as there is no steering angle sensor.
The steering angle can, therefore, only be estimated using the magnetometer readings.

4. Determination of the Controller Gain

If one looks at Figure 4 again, the control loop model can be described with the
knowledge that has now been gained. The model is linearized, as shown in Figure 5, so
that the stability and oscillation tendency of the control circuit can be determined.
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The controller used is a P controller with gain KP. The reason for this is that the
system itself exhibits integral behaviour. If the pole of the controller at the origin is added
to the pole of the system at the origin, there is likely no longer be a suitable controller
configuration in which the control loop is stable.

Next, the pre-control generates a steering angle δV, which is added to the manipulated
variable uφ(t). The steering angle setpoint is denoted as δw(t). The dynamics delay the
GS(s) of the steering, resulting in the real steering angle δt. With the linearized variant
of the single-track model, it is transformed into a change in orientation dφ/dt by simple
amplification. The orientation yφ(t) results from the temporal integration of the change
in orientation. Its inverse is fed back to the controller and calculated with the orientation
wϕ(t) reference value for the control error eϕ(t). The controller is dimensioned for the
constant drive speed vmax. The constant K has a value of 3.

The transfer function of the orientation control loop can now be calculated from the
linear block diagram. The open loop transfer function with no feedforward is as follows:

Go(S) = KP · K · vmax ·
GS(S)

s
(29)

With the dynamics of steering according to Equation (27) results in the following:

Go(S) = KP · K · vmax ·
−pS · e−Tt ·s

s · (s − pS)
(30)

Accordingly, the closed-loop transfer function is as follows:

Gg(S) =
KP · K · vmax · −pS ·e−Tt ·s

s·(s−pS)

1 + KP · K · vmax · −pS ·e−Tt ·s

s·(s−pS)

=
−pS · KP · K · vmax · e−Tt ·s

s2 − pS · s − pS · KP · K · vmax · e−Tt ·s
(31)

In the normal case, the two poles of the closed control loop can be determined from
the characteristic equation.

s2 − pS · s − pS · KP · K · vmax · e−Tt ·s = 0 (32)

However, because it is transcendent, it cannot be solved analytically. Therefore, the
gain KP,Crit is sought by trial and error, where both poles are almost identical. This can be
done by successively increasing KP and plotting the left side of Equation (32) versus s at
each step. For the parameters already determined, this results in critical gain as follows:

KP,Crit = 0.4 (33)

With this, the control loop begins to oscillate. Therefore, it should not be exceeded.
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4.1. Constant of Proportionality

It briefly explains how to convert between them to quantities, i.e., encoder pulses
(EncImp) and meters (m). The robot’s path is fixed and straight, i.e., 10,000 EncImp, with
marked starting and ending points. To express the proportionality, we use

x[EncImp] = k · x[m] (34)

where k denotes the proportionality constant. Using a ruler, the travelled distance length of
5.8 m during the test was measured. Using (34), we can record the proportionality constant
k as follows:

k =
x[EncImp]

x[m]
=

10,000EncImp
5.8m

= 1724
EncImp

m
(35)

4.2. Straight Route Driving

In this section, the trajectories are evaluated. A straight driving route is examined
with a focus on controlling the position and orientation. The travelled distance of the
robot orientation is presented in Figure 6, while the position in the X–Y plane is given in
Figure 7. It is observed from the results that the measured values are not even while the
robot orientation is in a jagged position. In the laboratory test, the total covered distance
was 4 m in the north–east direction with an orientation around −57◦.
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The typical S-curve of a trapezoidal speed profile is shown in the distance travelled
graph. The final destination at 4 m = 6896 EncImp is approached with full agreement.
The orientation shows a small fluctuation around the target value of −57◦. It is observed
that the fluctuation from the target value is quite small, i.e., around 10◦. The reason for
small deviation is that the steering and measurement’s nonlinearity was recorded without
correcting the zero point. On the other hand, the robot trajectory path was correctly
recorded and is straightly driven as was estimated. This shows the optimality of the
controllers in the desired values.
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4.3. Turn toward Right Direction

The next task is measuring the right turn, which is recorded with an angle of 84◦

(−64◦ . . . −148◦), and the target distance is 3 m = 5172 EncImp. This distance can be
regarded as the fourth part of the circle. The distance covered by the robot orientation with
the target value and the actual value is shown in Figure 8. At the same time, the driven
trajectory along the X–Y plane is presented in Figure 9. The circle of motion of the robot is
reconstructed with the three randomly selected trajectory points.
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Figure 9. Driven trajectory over the right direction.

From Figure 8, it is seen that the driven trajectory is quite straight without any distur-
bances. Thus, we obtained the same S-shape results as before in Figure 6; however, for the
orientation, the results recorded are different from those shown in Figure 6. From Figure 8,
it is seen that there is full agreement between the actual value curve and the setpoint curve.

The robot’s trajectory shown in Figure 9 is drawn by a black line, which shows the
circular motion of the robot in a nice manner. The red curve is drawn from the randomly
selected trajectory points, which is used to compare the two results. The results in Figure 9
show only a small deviation between the travelled path and the actual path. In this case,
the controller shows a smooth working scenario.

4.4. Automatic Circular Motion

In this section, we perform an impressive test of automatic circular motion. Auto-
calibration of the magnetometer [48] is carried out, then the robot is left to move twice over
a circular track on the university campus.

Two tracks are shown in Figure 10, i.e., clockwise and counter-clockwise. The trajectory
results are measured and superimposed using the aerial photograph from Google Maps.
The trajectory size was selected to reasonably fit the building for the best measurements
and retain the aspect ratio and orientation.

In Figure 10, the red trajectory (clockwise) was first measured. The calibration of
the magnetometer is very smoothly conducted, as seen by the results. The starting and
ending values are the same, but the image slightly differs. This happens because there
is an incremental value, which adds to the first value. This control-error-accumulation
value leads to an error, which results in a small deviation from the actual value. The error
could be the wrong calibration of the magnetometer or other sources of interference in
the building.

4.5. A Complex Route

The other test was conducted considering the complex route in the same EE building.
In such a track, different tracks are considered, starting from a point, covering a distance
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and then returning. A distance of 10 m is considered in this track while keeping the original
orientation. The values and the track are presented in Table 4.
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Table 4. Track plane with distance and orientation.

X-Plane Position Y-Plane Position Orientation

Initial 0 m 0 m 34◦

1st −4.54 m 9 m 26◦

2nd 0 m 0 m 26◦

In Figure 11, three lines are drawn, represented the target value, actual path and target
path. The results show agreement between the target and the actual path with a slight
deviation. Multiple experiments were conducted in the healthcare system environment,
e.g., patient ward, and practically evaluated the working of auto-MERLIN. These tests were
performed to see the number of hits to static obstacles. To minimize the error/collisions, the
robot’s orientation control was well programmed, as shown in Figure 2. The site selection
was the general medicine ward of a local healthcare system. A distance of 12 m was selected
between the doctor’s office and the patient’s ward. A flow diagram of the path followed by
the robot using Google Maps is shown in Figure 12.

The implementation of the robot in a specialized environment is an additional advan-
tage of the proposed solution. A simulation in an environment is given below for further
clearance. An open-source 3D robotics simulator called Gazebo is utilized to simulate a
healthcare setting in which the robot’s maneuverability and control capabilities in various
environments or scenarios are tested. The results are shown in Figure 13.
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5. Conclusions

In the current research work, the design of the orientation controller was proposed.
For optimum maneuverability of the robot, the controller design plays a vital role, which
should be analyzed. Orientation control models of the robot were also developed. In
the case of the robot, the orientation and speed control design is the main objective of
the proposed research. We derived and analyzed the design of the orientation controller
and successfully implemented it. Various experimental tests were conducted to measure
the robot’s performance, and the results were recorded. The test drive was developed
by obtaining different orientation tests, including left/right turn and auto-motion over a
circular and complex path.

The mini-computer program is used to control the robot remotely. In addition, sonar
distance sensors and a magnetometer for determining orientation are connected. There
is also a PWM output for a model-making servo motor to steer the robot. The speed of
the drive is read via an incremental optical encoder. To see the robot’s behavior in the
healthcare system, the robot was experimented on in the center to travel from the doctor’s
office to the patient. The robot accepts target points, which it approaches independently.
Various tracks are evaluated, i.e., straight, right, self-localization and complex routes. The
maneuverability and control of the robot were tested, and step responses were recorded.
The trajectory and orientation of the robot were measured, and good agreement between the
actual and target values was recorded. From the results, it is concluded that the designed
controller maintained the desired path. We designed auto-MERLIN for static obstacles
to verify the proposed study and perform an experiment. The experiment shows that
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the robot follows the given track as desired. There are many future directions for further
work on auto-MERLIN. The first task could be the robot design of dynamic obstacles. The
other task could be writing software drivers for currently unused hardware. The other
limitation is that the design focuses on static obstacles, while future directions can include
dynamic obstacles.
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