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Abstract: With the increase in the number of sensory substitution devices, the engineering community
is confronted with a new challenge: ensuring user training in safe virtual environments before using
these devices in real-life situations. We developed a game that uses an original sonification model,
which, although not specific to a certain substitution device, can be an effective means of training for
orientation in space based on audio stimuli. Thus, the game is not only a means of entertainment
for visually impaired (VI) people but also one of training for the use of assistive devices. The game
design and audio design are original contributions by the authors. The sonification model, which is
crucial for a game dedicated to visually impaired people, is described in detail, both at the user and
the implementation level. For better immersion, special sound design techniques have been used,
such as ambisonic recordings and impulse response (IR) recordings. The game has been improved
gradually, especially the sonification model, based on users’ feedback.

Keywords: visually impaired; audio game; sensory substitution; sound design; sonification

1. Introduction

Vision represents a dominant sense and plays a very important role in shaping the
human quality of life. According to the Report on Vision provided by the World Health
Organization (WHO) in 2019 [1], there are approximately 2.2 billion people on Earth who
suffer from a form of visual impairment. This work takes into account two categories of
visually challenged subjects: the people who have experienced a loss of visual functions
early during their lifetime and the ones with a late onset of visual impairment. Since
the proposed work requires target users to possess an upper level of perception of 3D
spatiality, we consider that people with a late onset of visual impairment will have a better
gameplay experience.

From the point of view of education, if vision problems present themselves early in the
life of a person, the applicability of classic educational methods and materials is narrowed.
This usually leads to limited development of social skills, lower self-esteem, and ultimately
to a lower quality of life. From a communication perspective, a visually impaired person
does not receive non-verbal cues such as gestures and facial expressions. Half of the total
number of visually impaired people can be helped either by addressing their problems
with rehabilitation procedures or by the use of specific preventive measures [2].

A number of portable devices have been created with the purpose of helping the
visually impaired to move independently through indoor and outdoor spaces, by guiding
them using combinations of different sounds and vibrations [3–8]. The effectiveness of
these devices depends on the prior training of the VI in order to recognize the sound and
vibration patterns of the devices. Very good results have been obtained with training in
a virtual environment space, as in the case of the Virtual Training Environment (VTE) [9]
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for the Sound of Vision device [6]. The game described in this paper uses an original
sonification model, which, although not specific to a certain device, can be an effective
means of training for orientation in space based on audio and haptic stimuli. Thus, this
game has two purposes: it represents a means of entertainment for visually impaired people,
but it also provides a training environment for the use of audio-based assistive devices.

The game described in this paper is based on the authors’ experience in developing
virtual training environments for the visually impaired, using sonification models. A
very important project preceding the authors’ current work is the Sound of Vision (SoV)
(Bujacz et al., 2016; Bujacz, Kropidlowski, Ivanica, Moldoveanu et al., 2016; Caraiman et al.,
2017; Jóhannesson et al., 2016). In order to train the visually impaired for using the SoV
sensory substitution device, a Virtual Training Environment (VTE) application has been
developed [9]. The VTE focused on the way users perceived different objects from a virtual
environment using sonification and haptic models.

Another application developed by the authors, which helped in creating the sonifica-
tion model of the current game, is presented in [10,11]. The purpose of the application was
to train VI users for navigating a labyrinth using a sonification model. The application was
tested with the assistance of three blindfolded users for one month. During the preliminary
tests, certain aspects of the application needed to be revised, and the tests had to be repeated
multiple times. The main aspects that needed revision were the ones regarding the user
interaction with the application. The application was designed for both desktop and mobile
platforms to maximize availability. The game difficulty increased gradually during the five
levels that the user had to complete, as a gamification strategy. The proprietary sonification
model of the virtual environment has been developed using the Google Resonance Audio
SDK [12]. The application uses the same hardware as the game described in this paper
(Figure 1). By using only commercial hardware, the accessibility has widened to address
the visually impaired community and the average consumers [13].
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In the VTE application, the serious games were designed with a primary focus on
training visually impaired individuals to utilize the SoV device. These earlier games were
relatively simple in nature, aiming to provide practical training for device usage. However,
in our current game, we have introduced several features that differentiate it from its
predecessors. These include a different sonification model focused on navigating with a
virtual vehicle in a 3D space, incorporating elements of entertainment; expanded gameplay
mechanics such as altitude-based movement; and the introduction of a multiplayer mode.

Compared to the previous game in the series, our new game features a more intricate
and nuanced approach to sonification, which enhances the auditory feedback provided to
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the player. Additionally, the inclusion of altitude-based movement adds an extra dimension
to the gameplay, allowing for more diverse and immersive experiences.

This paper presents the design and implementation of an audio-based game for
visually impaired people.

Section 2 contains more sub-sections: related work (Section 2.1); game design, includ-
ing game architecture (Section 2.2); and sound design (Section 2.3). Section 2.1. presents a
review of previous studies that are closest to the one described in the article.

The game design is original. Section 2.2 explores the conceptualization and design
considerations of the game in depth, encompassing various aspects such as gameplay
mechanics, difficulty levels, characters, and sound effects. Section 2.2.5 provides a high-
level overview of the game’s architecture within the Unity 3D framework.

Another important original contribution is the sound design, including the conception
and implementation of the sonification model, which is crucial for a game dedicated to
visually impaired people. The sonification model is described in detail in Section 2.3.1,
both at the user and the implementation level. Details are given for both types of sound
reflection and reverb simulations implemented in the sonification model: real-time sound
reflections and reverberations and baked simulation. Section 2.3.2 gives technical details
about the creation of the two characters’ voices and Section 2.3.3 about the recording of
sounds for baked simulation.

The Results in Section 3 gives details about game testing and game improvements
based on users’ feedback.

The Discussion in Section 4 presents the findings of the study, incorporating evalu-
ations and user studies, and analyzing the results in relation to the research objectives.
Additionally, it outlines potential future research directions.

2. Materials and Methods

The game is exclusively auditory in nature, lacking any visual feedback provided to
the users. Within the article, visual aids are shown in figures (such as Figure 2), utilized to
convey the concept of spatiality to the readers.
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2.1. Related Work

Although the literature specific to the field of this research is vast, this section only
refers to the works that are closest to the one described in this article, i.e., games dedicated
to visually impaired people.

The Nintendo Switch exclusive game “1–2 Switch” [14] is one of the entertainment soft-
ware solutions that are accessible to the VI community. This game includes 28 mini-games
that use mechanics specifically designed for the game console because they use the ac-
celerometer in the Joy-Cons and the infrared sensor mounted inside one of the controllers.
The main purpose of this game is entertainment. Thus, it is not relevant for the domain of
sensory substitution devices, but it reveals interesting gamification techniques addressable
to the VI such as associating real-life gestures with in-game actions.
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Another important entertainment application with focus on sound design is the work
of Fizek et al., Audio Game Hub [15], which features eight games that can be played on
mobile and also on desktop platforms. This project underwent testing with both sighted
and visually impaired players to improve its user interface and game mechanics. A total
of 29 participants from different gamer groups played various modes of the game during
individual face-to-face interviews. The results showed that sighted gamers preferred
playing with visual mode off and enjoyed the audio-only gaming experience, while visually
impaired gamers found their needs well met and praised the joy-of-use. Sound-centered
gameplay mechanics received positive feedback, with an emphasis on the importance of
high-quality ambient sounds and voice design for enhancing the overall gaming experience
of the Audio Game Hub. RS Games [16] represents another platform with free, multiplayer
board, card, and dice games, such as Monopoly, Uno, Rummy, or Bingo, that are accessible
to the blind community, through text-to-speech interaction.

Recent advancements, such as the accessibility techniques for VI, can be experienced
by players in “The Last of Us: Part II” [17]. These techniques have received considerable
attention from both users and the media. However, adaptations for large-scale usage are
still challenging to achieve, as most companies do not allocate enough resources to meet
the needs of a relatively small part of their clients, such as the VI community.

Nickerson and Hermann [18] created a version of the classic Tic-Tac-Toe game that
is accessible to visually impaired players. They incorporated sonic displays to make the
game attractive for children. User tests were conducted with visually impaired children
in order to evaluate the newly added sounds and the overall audio interface. The authors
conducted an informal evaluation of their game with five players, including two musicians
and one visually impaired individual, ranging in age from late twenties to mid-fifties.
The overall feedback from the evaluation was positive. Players found that the game was
playable with practice and enjoyed the engaging rhythms. However, there were some issues
identified, such as confusion about the grid’s starting point in the sonification, players
using opponents’ slider positions as an advantage, masking of higher-pitched tokens
overpowering lower ones, varied playing patterns, and a lack of clarity when transitioning
between columns. To address some of these issues, the authors added column delimiters to
the graphical interface.

Another VI-accessible audio game is Mudsplat [19]. In this game, an avatar controlled
by the player must defeat monsters who try to throw mud at him/her. The avatar has
a hose that can spray water on the monsters. The player advances in the game’s levels
by defeating a certain number of monsters. To win in the game, the monsters must be
quickly located and “shot” before they throw mud. Other audio games by the same authors,
accessible to VI, are Tim’s Journey [20] and X-Tune [19]. These games all use proprietary
sonification methods. The TiM games showcase the potential of sound-based content and
auditory interfaces, offering spatial freedom and encouraging movement for players. The
games demonstrate the advantages of audio games, such as covering larger spaces without
expensive equipment, using small hardware devices, and developing new input interfaces.
Additionally, audio games provide ergonomic benefits, relieving eye strain. Mudsplat,
among other TiM games, is nearing completion, and testing with visually impaired children
in Sweden, the United Kingdom, and France has shown both their strong interest and their
ability to navigate complex interfaces successfully.

Smith and Nayar [21] introduce an audio-based user interface for racing games. The
racing auditory display contains two sonification techniques: a sound slider that allows
the visually impaired to understand the car’s speed and trajectory, and the turn indicator
system, which alerts the player about the properties of upcoming turns. AudioDoom [22]
represents a hyperstory (a story that occurs in a 3D acoustic virtual environment) for
visually impaired children. By dividing the navigable space into voxels and using 3D aural
representations of the environment, AudioDoom enables players to navigate in a set of
corridors and interact with virtual objects and characters. Entombed [23] is an audio role
playing a rogue-like game for visually impaired. The main user interaction revolves around
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audio cues (enabled by a built-in text-to-speech engine) and keyboard commands. Blind
Hero [24] is an adaptation of the popular Guitar Hero rhythm game. The authors replaced
the visual stimuli from the original game with haptic stimuli through the use of a haptic
glove with pager motors attached to the tip of each finger.

Rovithis et al. [25] describe “Audio Legends” as an augmented reality audio game
featuring an exploration phase based on auditory navigation, and an action phase, where
players hit or block virtual sonic targets through gesture-based user interaction. Enclosing
Dark [26] is a virtual reality auditory adventure game that takes advantage of built-in
features of VR systems (such as Oculus Rift), spatial audio, and haptic feedback. Among the
audio techniques used in this game, we mention narrative for explanations and instructions,
spatial audio to simulate a natural environment, echolocation to transmit information about
the distance to objects in the environment (for gun firing actions), and passive sonar to
assist in the navigation process (sending information about the player’s distance to the
walls in the environment).

The majority of downloadable games lack complexity and challenge, lacking advanced
gaming techniques to engage players effectively. They also employ basic sound strategies,
resulting in diminished interaction, content, and immersion. In-game interaction primarily
relies on text-to-speech, which can be cumbersome. Additionally, certain games are quite
expensive considering their quality. Many games face compatibility issues on supported
platforms and lack portability.

2.2. Game Design

The game has been developed for Windows and Android OS. Both the mobile and PC
versions require an Xbox 360 or XBox Series X/S gamepad and a pair of headphones to
facilitate gameplay interaction. The Android version of the application requires a set of
Virtual Reality (VR) glasses, such as Google Cardboard. The accelerometer in the Android
version of the application is used in order to take into account the rotation of the VI user’s
head in computing the view transform in the virtual world.

The game has a simple, user-friendly menu, which allows the user to select one
option from entering training mode, starting, or leaving the game. Each menu option
is communicated to the user through a vocal message. The sonification model and user
interaction have been improved iteratively, based on users’ feedback, as described in
Section 2.3.1.

2.2.1. Game Story

The game facilitates the learning of the sonification model in a fun setting. The short
story we created has the user as an employee of a courier company. The company has
visually impaired employees who pilot virtual vehicles such as quadcopters in order to
deliver light objects to virtual people.

In the game, the user receives information from two characters: the control point
operator and the vehicle itself. The virtual vehicle has a futuristic type of AI, making it
capable of empathy and self-awareness.

The virtual control center operator usually briefs the whole mission to the user at the
beginning of the game. For example: “We are living in hard times during this isolation.
Just remember, you and others like us are part of the solution, not part of the problem as
other citizens are. . . . You need to fly your quadcopter to our warehouse and grab some
water filters from there. Someone will be waiting for you there to help you. Go on. I will
give you updates when you get there”.

The sentient vehicle gives details about individual tasks that the user should perform
(such as delivering packages to people, picking up packages from one point and distributing
them across multiple locations, and delivering cargo lost by other employees), helps them
drive the vehicle, and informs the overall progress state of the current mission. Examples
of such tasks are as follows:
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• “You have X packages left to deliver”
• “You collided. Remember to use the brake! Right bumper on the gamepad”

A target is defined as the next place the player must travel to in order to fulfill a task
or part of a task. Each target emits a sound that is used by the player in order to discover
its position.

The game can be played by one or two players simultaneously. Players can cooperate
to fulfill the tasks. For example, the mission is started by Player 1 who is mandated to
reach four locations. If another player joins the game, the first player can go to locations
one and two, and the second player can go to locations three and four. The multiplayer
mechanics, described in Section 2.2.4, are designed to make users collaborate in order to
finish the game.

2.2.2. Game Space and Difficulty Levels

The game space is a virtual city composed of multiple blocks, as shown in Figure 2.
The user always starts from the middle of the city, above the river that passes through
the city. The main reason for this choice in the gameplay design is to provide the players
with a simple start without any close obstacles. The locations of packages are scattered
throughout the city, between the buildings and at different altitudes.

The game takes advantage of the different altitude levels at which the virtual quad-
copter is capable of navigating. To navigate at different altitudes, the sonification model
needs to convey this information. This aspect is discussed in Section 2.3.1. The difficulty of
each level is determined by the number of targets, the different altitudes where the targets
are located, and the positions of the targets in the city. For example, for easier difficulty, the
targets can be placed on the ground in places with few obstacles nearby, such as the middle
of the street. For a higher level of difficulty, the targets can be placed at varying altitudes
and in tight spaces between buildings.

2.2.3. Gameplay

To fully understand the sonification model and vehicle control mode, the players must
be conferred gradual learning support. For this purpose, the game offers the training mode,
which allows the user to learn how to control the vehicle and the meaning of the different
sounds, such as the sound emitted by a target, the sound of confirmation when reaching
the target, sonification of an obstacle, and others, as described in Section 2.3.1. Learning to
control the virtual vehicle is facilitated by its simple design. It resembles the control mode
of real filming drones.

After completing the training, when the users feel confident in their ability to under-
stand the sonification model and vehicle control mode, they can start the game. The scenes
in which the user actually uses the virtual vehicle to reach the targets become increasingly
difficult. If a user feels the need to re-enter the training mode, they can do so at any time
using the option inside the main menu of the application. To return to the main menu, the
user presses the A button on the gamepad.

The gamepad (Figure 3) is used to navigate the vehicle through the virtual environ-
ment and to change between the listening mode and standard navigation mode. The left
joystick is used to change the altitude of the vehicle and to rotate the vehicle clockwise
or counterclockwise. The right joystick enables the user to move the vehicle to the front
and back or left and right. The right bumper button is used to brake the vehicle and if the
user holds the button pressed, the listening mode is activated and remains active while the
button is held. The double function of this button is designed to be sure that the user is
standing still while the listening mode remains active.
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While the listening mode is active, the target sounds are no longer occluded by
obstacles; they can be heard by the player from any distance and the altitude sound
becomes active. This way, the user can obtain information regarding the direction of the
next target and the altitude difference between the virtual vehicle and the target.

The mobile version has an extra input that the player can use. As the phone is attached
to the user’s head, if the user rotates his/her head, the behavior of the vehicle mimics the
rotation of the head as if the player is the vehicle direction vector.

The application uses the gamepad’s haptic feedback motors to vibrate at different
speeds and for different durations to convey the intensity of a collision.

The user navigates through the virtual city in order to deliver packages using the
controls described above. An example of game strategy is as follows:

• While standing still, the user can press and hold the brake button (right bumper
button) and rotate the vehicle using the left joystick until they can hear a sound. That
should be the sound toward the next destination (this sound is not affected by the
buildings, as mentioned in Section 2.3.1).

• After the direction toward the next target has been set, the user can navigate forward
with the right joystick until an obstacle blocks the pathway or until the target is
reached.

• During the navigation, the user can avoid obstacles by steering the virtual vehicle on
the left or right side. The vehicle is also capable of raising the altitude so the user can
avoid an obstacle by flying over it. After avoiding an obstacle, the user can set the
direction again using the first step of the strategy until the target is reached.

This is only an example strategy, not the only way the game can be used, but it is the
general strategy that the test subjects used so far.

2.2.4. Multiplayer Mechanics

An important aspect of the game described here is the cooperation between users
in completing certain tasks. The multiplayer mode was implemented using the Photon
package for Unity. Currently, the application supports two concurrent users: the “main”
user, who started the level, and the “secondary” user, the one who joins the multiplayer
session. Inside the game logic, if the main user leaves the multiplayer session, the sec-
ondary player becomes the main user and continues the mission. The application also
provides a single beep as audio feedback for the players when another user joins the
multiplayer session.

Users can communicate their positions to each other through short beeping sounds.
They have the option to emit the short beeping sound frequently to indicate an urgent
event or convey a sense of haste to the other player while emitting the sound sparingly is
used solely to communicate their current position when the sound of the virtual vehicle’s
engines is not sufficient.
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An important cooperation element is the gate behavior we created. Across the map,
there are gates that have different behaviors depending on the number of players in the
session (Figure 4).
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Figure 4. Highlighted in orange: multiplayer gate (Left) switch (Right).

When the session only has one user, in order to pass the gate, the user is required to
activate the switch. After the switch is activated, the user has 15 s to pass through the open
gate. After this time interval, the gate closes. When the session has two players, the gate
behaves differently. In order to pass the gate, one player needs to activate one switch and
hold their position in order to keep the switch active while the other player passes through
the gate. On the other side of the gate, there is another identical switch that the other user
needs to press in order to keep the gate open (Figure 5). At this point, the first player is free
to pass through the gate while it remains open.
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2.2.5. Game Architecture

The high-level design of the game, implemented within the Unity 3D framework, is
represented in the class diagram from Figure 6. The following classes are central to the
game architecture:

GameManager: This class manages the game state and coordinates various aspects
of gameplay. It handles tasks such as initiating game sessions, tracking player progress,
managing level transitions, and handling game events.

InputMaster: Responsible for managing players’ input from both the menu and the
gameplay scenes. This class handles user interactions, such as button presses, mouse
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movements, or touch gestures. It translates input actions into meaningful commands and
communicates them to the appropriate components.

PlayerController: Manages the behavior of the virtual vehicle during gameplay. This
class encompasses physics simulations, sound effects, and the response to player input.
It handles vehicle movement, collision detection, and updates the corresponding visual
and audio feedback. This class also manages the sounds produced by the virtual vehicle,
including engine sounds and collision sounds. It also handles the virtual audio sources
associated with each character. The vehicle class coordinates the playback of engine sounds
based on vehicle speed, acceleration, and user input. It triggers appropriate collision
sounds when collisions occur, providing realistic audio feedback. Additionally, it manages
virtual audio sources for each character, ensuring that their voices are spatialized correctly
within the game environment.
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MainMenu: The main menu of the game provides options such as “Start training”,
“Start Game”, and “Exit Game”. This class handles user interactions with the main menu,
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such as button clicks or menu navigation, and communicates the selected options to the
GameManager for further processing.

Sonification: This class implements our proprietary sonification model. It is respon-
sible for translating game events and data into auditory feedback. The Sonification class
utilizes various sound synthesis techniques and algorithms to create immersive and in-
formative audio experiences for the players. The class “SonificationSensor” in Figure 6
represents one of the raycasts from the total of five that form the “scanning cone” mentioned
in Section 2.3.1.

CSVParser: This class handles the parsing of CSV (Comma-Separated Values) files used
for playing the audio files of each character’s voice recording. It provides functionality to
read and interpret the voice lines CSV file, extracting relevant information such as voice IDs,
texts, associated characters, conversation IDs, and triggering conditions. The CSVParser
class enables the GameManager to retrieve and play voice lines based on specific game
conditions and events.

2.3. Sound Design

Sound plays an important role in any video game and is crucial for a powerful gaming
experience. Even more so for an audio game, where the sound must replace the image.

Good sound design serves a number of functions. Sound design aids in the creation of
an immersive experience for the player, giving them the impression that they are actually
in the game’s world. A feeling of place and atmosphere can be created through dialogue,
music, and sound effects. Good sound design can improve gameplay by delivering crucial
auditory cues that guide the player through the game’s world. The sound of footsteps,
for instance, can aid a player in finding an enemy, and the sound of a door opening can
indicate a new location to explore. Sound design can also have a significant emotional effect
on the user. For instance, music can influence a scene’s tone and atmosphere by producing
tension, enthusiasm, or grief. A fully immersive and engaging gaming experience is largely
dependent on effective game sound design.

We start this section with the sonification model, then describe the technique used
to create the voice lines of the two characters. The next section gives details about the
methods used to record the different types of sounds needed in the sonification model.

2.3.1. Sonification Model

Similar to other sonification techniques [3,27,28], our sonification model assigns audio
information to objects, characters, and events in the game, such as the virtual quadcopter
position, the next target’s position, and sounds related to the way the user interacts with
the environment, as shown in Table 1 and detailed below.

Table 1. Sonification model.

Sound Meaning Rendering Details Activated

Obstacle There is an obstacle in the
direction the player is moving.

Short beep, with its play
frequency inversely
proportional to the distance
between the obstacle and the
player.

The scanning area is shaped
as a cone that varies its angle
and scanning distance based
on velocity, as detailed
below.

Always

Target Direction of the next target
location.

The target emits a click sound
from its position.

The sound is spatialized and
processed through the
Google Resonance HRTF, as
explained below.

Always

Altitude

It conveys the difference in
altitude between the player
and the next target as follows:
target above the player, target
same altitude as the player,
and target below the player.

Target above player: rising
beeps.
Target below player:
descending beeps.
Target same altitude as player:
four constant beeps.

The frequencies are specified
bellow. Listening mode
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Table 1. Cont.

Sound Meaning Rendering Details Activated

Collision
Sound generated whenever
the player collides with an
obstacle.

It has three different sound
recordings for three collision
intensities: low, medium, and
high.

Always

Engine Conveys the vehicle’s response
when the player is moving it. Mimics a real engine sound.

Intensity of the sound is
directly proportional to the
joystick tilt.

While vehicle is
moving

Environment

It does not offer useful
information for navigation. Its
purpose is to increase
immersion.

Recording of birds and other
sounds of the city.

Ambisonic recording that
takes the user’s head
rotation into account.

Always

Wind

Vehicle movement. Its purpose
is to communicate that the
vehicle is still moving even
when the player is not tilting
the joystick anymore. Without
this sound, the player will
have the impression that the
vehicle instantly stops after
releasing the joystick.

The sound increases in
intensity as the speed of the
vehicle is higher.

While vehicle is
moving

The sonification model was implemented using two types of sound reflection and
reverb simulations:

1. Real-time sound reflections and reverberations, which were simulated using the
features of Google Resonance Audio API. This method was used to generate every
sound spatialized in the Unity game engine, such as target direction and the vehicle-
generated sounds, for example, collision sounds and engine sounds.

2. Baked simulation. As the sounds from the interior of the vehicle are static, the ap-
proach was different. In this case, various samples of IR (impulse response recordings)
have been recorded in different rooms and baked to a higher quality reverb with the
help of Ableton Live Suite. These sounds are not localized in the Unity game engine.

The obstacle sound. Similar to car parking sensors, the virtual vehicle warns the user
if there is an obstacle in front of the player, and consequently, the sound becomes more
pronounced if the user is closer to the obstacle. We convey the distance between the user
and the obstacle this way.

After testing the VR application with a visually impaired subject who had relevant
experience with similar software, a problem with the encoding of the distance between the
user and the obstacle was identified.

Figure 7 shows the user moving the virtual vehicle in the direction of the blue arrow.
The blue line on the left side of the figure represents the surface of a big obstacle. In this
case, the “parking sensor” approach described above tells the user that the obstacle is
farther away than it actually is because the collision happens with the left side of the vehicle
(red circle in Figure 7) and the sensor offers information about the front of the vehicle.

The solution proposed and tested with the visually impaired user was to create an
adaptive scanning cone that scans the environment with the base of the cone oriented
toward the direction of the movement vector (Figure 8). The angle of the cone is inversely
proportional to the velocity of the virtual vehicle. When the vehicle is at full speed, the
angle of the cone is small, and when the vehicle is stationary, the cone is deactivated (the
angle of the cone tends to be close to 180◦). The user is interested in obstacle positions
when the vehicle is moving. When the velocity of the vehicle starts to increase, the scanning
cone is activated, and the direction and angle of the cone start to be adjusted as previously
explained. The distance at which the cone “detects” obstacles adapts (directly proportional)
to velocity. If the velocity of the vehicle increases, so does the scanning distance.
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Figure 8 shows this adaptive behavior based on the velocity of the vehicle. The left
side of the figure shows a stationary vehicle, and the right side shows a vehicle moving
forward at full speed. An important fact not shown in the figure is that the cone also orients
itself toward the direction of movement. The vehicle can move upward, downward, left,
and right.
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The target sound. The user hears the direction in which the next target is located at all
times. This sound has two modes. The default mode is when the sound associated with
the target is localized. In this mode, the sound has an attenuation curve; the user can only
hear it when they are close to the target. The user can also hear the way the sound reflects
off building surfaces. The second mode of the target sound is triggered in listening mode.
In this mode, all other sounds except the target sound have a lowpass filter applied at a
cutting frequency of 200 Hz. This way, the sounds that are not of interest to the player
are muffled. Sound occlusion and the attenuation curve are also removed for the target
sound, allowing the user to hear the location of the next target regardless of their position
in the world.

The altitude sound. For the altitude guidance, a sound has been generated using the
wavetable synthesizer in Ableton, which increases in frequency if the target is above the
current position of the player and lowers in frequency if the player is below the target. The
frequency of the altitude guidance sound increases in musical steps in order to provide
a more pleasant audio experience. For example, the frequency of D3, the D musical note
in the third octave on the keyboard, is 146.83 Hz. The sound that raises in pitch uses the
following frequencies sequentially: 146.83 Hz (D3), 349.228 Hz (F4), 391.995 Hz (G4), and
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1174.66 Hz (D6). By incrementing in these steps, instead of adding 1 Hz for each step, the
sound is more melodic as it plays a G7 sus chord.

The collision sound. Different levels of collision are conveyed using recorded sounds
of metal sheets being hit by different objects at different intensities. These recorded sounds
are further processed using Ableton Live Suite to obtain a final sound sample that is used
in the game. The collision intensity is directly proportional to the velocity of the vehicle at
the moment of collision.

The engine sound. The engine sound used in the game is created using a recorded
sound sample of an anti-wind lighter that is layered over a sound generated by a wavetable
synthesizer. The sound generated by the wavetable synthesizer has its base pitch modulated
by a lower-frequency oscillator, similar to an internal combustion engine. The sound is
played when the user tilts the joystick to move the vehicle in the intended direction.

The environment sound. This sound was obtained by processing a recording of
approximately 10 min of outside sound, obtained using specialized equipment for recording
ambisonics. The 10 min recording was processed in order to remove unwanted noises such
as equipment maneuvering noises or other sounds that are not supposed to be heard in
the city at high altitudes. The recordings were made in places with very few people in
proximity. After the unwanted sounds were removed, the resulting 3–4 min recording was
made to be loopable (repeatable) in order to be used in the game.

The wind sound: This sound was obtained using an omnidirectional microphone and
made loopable using Ableton Live. Its volume is directly proportional to the speed of the
virtual vehicle.

2.3.2. Character Voices

To record the voice lines of the two characters during the story, Ableton Live 11 was
used as the main digital audio workstation (DAW). The lines were read by a single voice
actor and the vocal variations were obtained by applying various filters (Figure 9) and
popular sound design techniques that are detailed below.

For the control point operator character, we used two settings for the audio processing,
depending on the sound source, radio, or verbal communication.

• For verbal, face-to-face communication, we applied basic low-pass and high-pass
filters to the raw recording in order to reduce the noise introduced by the recording
equipment, a sound compressor to reduce the dynamic range of the recording, and
a noise gate, which reduces the signal volume to 0 when the recording amplitude
is below a certain level (usually, when the actor makes a long pause in the vocal
performance, the default noise of the microphone is heard).

• For radio communication, we applied more drastic low-pass and high-pass filters
to simulate ham radio speakers that usually lack fidelity in reality and are able to
reproduce a narrower frequency spectrum.

For the vehicle character, we used similar filters. The main difference is that the pitch
of the recording has been raised, and then multiple delayed signals of the recording have
been added in order to create a more robotic type of voice.

All the voice lines, which are heard through the ham radio speakers, pass through
a convolution reverb module in the DAW. This helps simulate the reverb from certain
rooms. We recorded sound samples from different rooms and chose the most appropriate
sample for the interior of a quadcopter command room. These recordings are used for the
convolution reverb to simulate room reverberations, and they are called impulse response
(IR) recordings.
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Impulse response recordings are used for convolution reverb to capture the sound
characteristics (mainly reverb) of a particular acoustic space, such as a concert hall, record-
ing studio, or cathedral. An impulse response recording is made by playing a very short,
sharp sound, such as a balloon pop, hand clap, or starter pistol, in the space being captured
and recording the sound that is produced by the space in response to the initial sound.
This recording captures the unique acoustic characteristics of the space, including the size,
shape, and materials of the walls, ceiling, and floor, as well as any objects or furniture in
the space. This recorded impulse response can then be used to create a convolution reverb
effect, which applies the captured sound characteristics of the space to any audio signal
that is processed through it, making it sound as if the audio was recorded in that space.

Our game includes a tool for playing the audio files of each voice recording. This tool
was used to play both predictable voice lines for the main story and dynamic voice lines,
such as the quadcopter reactions to the user’s progress. For example, the vehicle gives
feedback if the user has collisions or when the user progresses through the mission (see
Table 2). We created a CSV parser with the following header:

Table 2. Voice lines CSV parser example.

VO_ID Text Character Conversation_ID Moment of Play Other Observations

VO_AI_01_04 You have 2 more packages to
deliver. Vehicle 3 When you deliver

package #3
This could have a

trigger chance

VO_AI_00_13
OW! Use the brake please.

Right bumper on the gamepad.
CTRL on the keyboard.

Vehicle 29 Collision level 3

This tool allows the use of recorded voice lines while designing the level. It can
play individual voice lines and associate the sound clip with the proper virtual sound
source in the game with minimal implementation requirements. Each voice line is part of
a conversation. By using the Conversation_ID assigned to each voice line, this tool can
also play a series of voice lines one after another, each with its own corresponding virtual
sound source.

2.3.3. Sound Recording

Based on the directions from which the sounds are picked up, the microphones can be
classified into four main categories, as illustrated in Figure 10. An omnidirectional micro-
phone (Figure 10a) picks up sounds coming from all around its position. Omnidirectional



Appl. Sci. 2023, 13, 6769 15 of 21

microphones should not be confused with 360 microphones or ambisonic microphones.
They are usually used for field recording or recording the ambiance of a room. Cardioid
microphones (Figure 10b) and hypercardioid microphones (Figure 10c) are usually large-
diaphragm, condenser studio microphones that are best capable of recording voices and
instruments. They have the advantage of recording the sound coming from a specific
direction. Bidirectional/“Figure 8” microphones are best for interviews, podcasts, or situa-
tions where sounds need to be recorded from two opposite directions. A very important
observation is that all of these microphones record mono. Patterns can vary between
different use cases, and there are other types of patterns that derive from the main patterns.
For example, the unidirectional/shotgun microphone has a variation of the hypercardioid
pattern and is characterized by a very small angle of capturing sound. They are used in
outdoor situations where the subject is surrounded by unwanted noise. Other patterns
include subcardioid and supercardioid.
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Figure 10. Microphone polar patterns: (a) omnidirectional, (b) cardioid, (c) hypercardioid, and
(d) bidirectional/Figure 8).

We used mono recordings (one microphone) to create most of the sounds needed for
our sonification model (collision, engine, and wind). The only recordings with multiple
microphones were the ambisonic recordings, which were used for the environments sound.

An ambisonic recording, in simple terms, is very similar to a 360◦ video [29–31]. To
record ambisonic audio, three bidirectional/Figure 8 microphones and one omnidirectional
microphone can be used. The omnidirectional microphone placed in the center is labeled
W (the white sphere in Figure 11). The bidirectional microphones are to be placed in the
center (X: red, Y: green, and Z: blue in Figure 11).
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Figure 11. First-order ambisonics.

W is the sound pressure, the equivalent of the “Mid” channel in M/S recordings.
The X, Y, and Z components represent the variation in sound pressure on the three axes.
The encoder takes two parameters into consideration: θ (azimuth) and ϕ (elevation). In
our case, the azimuth and elevation angles are given by the rotation of the virtual vehicle
as well as the rotation of the head of the user if the application is played using a mobile
phone. This format is called Ambisonic B [32,33]. In order to encode a mono sound to
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an ambisonic format, we can use the following formalae, “SignalValue”, representing the
mono signal recorded.

X = SignalValue× cos θ × cos φ (1)

Y = SignalValue× sin θ × cos φ (2)

Z = SignalValue× sin φ (3)

W = SignalValue× 1√
2

(4)

The encoding described with Equations (1)–(4) was not used in our game due to the
fact that we used a specialized microphone for better results. Due to physical limitations,
it is not possible to place all the four microphones in the same position; therefore, the
sound waves cannot be recorded accurately using the Ambisonic B format. The standard
in the industry used to record is the Ambisonic A format. This is conducted using a
tetrahedral array of microphones. The minimum number of microphones used is four,
as seen in Figure 12. The microphones are named FLU—Front Left Up; FRD—Front
Right Down; BRU—Back Right Down; and BRU—Back Right Up. A possible solution
for converting from Ambisonics A to Ambisonics B format (proposed for the TetraMic
microphone) [29,32,34–37] can use the formulae below, with each variable representing the
signal recorded by each microphone (FLU, FRD, BLD, and BRU).

X = FLU + FRD− BLD− BRU (5)

Y = FLU − FRD + BLD− BRU (6)

Z = FLU − FRD− BLD + BRU (7)

W = FLU + FRD + BLD + BRU (8)

We recorded ambisonics using an ambisonic microphone [38,39] (Figure 12). Environ-
ment recordings are processed using Ableton Live 11 Suite in order to make a loopable
recording, and after this process, the recording was converted to Ambisonic B format
(Ambix). Due to the fact that Ableton Live is not capable of processing four audio channels,
extra steps were needed using third party software (audacity and any HEX editor to modify
the .wav header of the recording).
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3. Results

The aim of this paper is to present the most significant results of our research, but not
exhaustively. In this chapter, we give some details about game testing, users’ feedback, and
application improvements based on the feedback.

The game is purely auditory; it does not offer visual feedback. That is why we tested
the game with a group of three blindfolded subjects and one visually impaired subject. The
tests were performed during the period of COVID-19 restrictions; therefore, the number of
people involved in the tests was reduced.

The tests lasted approximately four months, with time allocated for modifications
based on unsatisfactory test results. The blindfolded user group consisted of a user with
no notable experience in using video games and two medium-experienced users. Their
ages were 22, 29, and 53, respectively. With the blindfolded users, the application was
successfully tested 25 times with each user. After the tests with blindfolded users, the game
was tested in three sessions with a visually impaired subject.

The multimodal testing included a form that was completed by each user before using
the game in order to receive information on the experience the user had with the technology
and a feedback form after each test session. The feedback forms helped improve the quality
of the sounds and the level of satisfaction with different aspects of the application, such as
the main menu, the training levels, and vehicle control features. They were composed of
Likert-scale questions.

3.1. Vehicle Control and Scene Navigation

The first questions targeted the intuitiveness of the vehicle control and scene naviga-
tion. The following figure (Figure 13) illustrates the results of the question regarding the
difficulty of the vehicle control (“How difficult did you find to control the vehicle?”).
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Figure 13. Answers to the difficulty of vehicle control question.

The answers to the question “How difficult did you find to adjust the altitude?” proves
(Figure 14) that the altitude adjustment mechanisms are intuitive.
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The answers to the question “How often have you used the brake?” proves (Figure 15)
that the brake is useful.
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3.2. Sonification Model

For the blindfolded users, we asked a general question: if the sonification model is
useful (“How do you consider the quality of the sonification model?”). The percentages of
the blindfolded users’ responses are presented in Figure 16.

We also asked an open-ended question. The answers to “What changes would you
bring to the sonification model? (optional)” were as follows:

• I am starting to understand how the listening mode works if I keep the brake pressed.
• It is hard for me to remember what each sound means.
• It is very useful if someone reminds me what each sound means.
• It seems very useful but it will take time for me to learn.
• I do not get lost anymore if I use the listening mode.
• I would not bring any changes but sometimes I forget the meaning of some sounds.
• For the moment I would not bring any changes.

The answers of the VI user to the question regarding the quality of the sonification are
synthesized in Figure 17.
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The visually impaired respondent was much more interested in the details of our
application. As a result, we added more detailed questions about the sonification model.
The answers to the questions related to the sonification methods for the direction and
distance to the obstacle, the altitude, and the target (including in the listening mode) had
a 100% positive response rate. Regarding the optional question “What changes would
you bring to the sonification model?”, the VI user responded: “I need information about
obstacles on the left, right, up, or down because I can hear obstacles only from in front
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of me but I am hitting obstacles with the side of the vehicle”. This feedback helped us
improve the initial sonification model, as described in Section 2.3.1.
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4. Discussion

During the tests, the application was modified to meet the needs of visually impaired
and blindfolded participants. This involved adjusting certain parameters, such as the
maximum velocity and acceleration of the vehicle, and modifying the sounds’ volume. After
receiving feedback, the adaptive scanning cone described in Section 2.3.1 was introduced
in the obstacle sound implementation.

Certain sounds were modified during the tests by consulting the users. Other sound
changes emerged from the open-answer questions regarding explicit reductions in volume
or sound changes. For certain sounds, the more prominent frequencies were reduced, and
other sounds were replaced altogether. After altering the sounds, we had positive results
in reducing early fatigue during testing. There were repeated cases where the user was
unable to complete any level, leading to the interruption of tests to address the issues.

The proposed sonification model has the potential to be used for the training of visually
impaired children in sound localization, as it can help them understand the location and
distance of objects and people based on the sounds they hear.

For this project to become a marketable product, it needs intensive testing for quality
assurance with more VI users, especially in the multiplayer mode. For example, some
issues that could come up when using the multiplayer play mode could manifest when one
of the users disconnects while the other user is holding the gate button pressed. Another
issue could happen when a user connects while the other user interacts with the gate.
Additionally, disconnecting and reconnecting issues need to be addressed. For example, if
the main user disconnects, the second player becomes the “main” user. If the disconnected
user reconnects, who should be the main user? These are the first issues that come to mind
that need to be fixed before this software can become a product.

The testing scenarios had gradually increasing difficulty, but in the case of the inexpe-
rienced user, the need for increased granularity was felt. This would have been possible
by increasing the number of scenarios, but taking into account the time required for their
development and the time required for retesting, the considered decision was to continue
with the current number of scenarios. The game requires additional development, and the
authors consider that there is still room for improvement.
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