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Abstract: Anomaly detection (AD) has captured a significant amount of focus from the research field in
recent years, with the rise of the Internet of Things (IoT) application. Anomalies, often known as outliers,
are defined as the discovery of anomalous occurrences or observations that differ considerably from the
mainstream of the data. The IoT which is described as a network of Internet-based digital sensors that
continuously generate massive volumes of data and use to communicate with one another the Message
Queuing Telemetry Transport (MQTT) protocol. Brute-force, Denial-of-Service (DoS), Malformed, Flood,
and Slowite attacks are the most common in the MQTT network. One of the significant factors in IoT
AD is the time consumed to predict an attack and take preemptive measures. For instance, if an attack
is detected late, the loss of attack is irreversible. This paper investigates the time to detect an attack
using machine learning approaches and proposes a novel approach that applies correlation analysis
to reduce the training and testing time of these algorithms. The new approach has been evaluated on
Random Forest, Decision Tree, Naïve Bayes, Multi-Layer Perceptron, Artificial Neural Network, Logistic
Regression, and Gradient Boost. The findings indicate that the correlation analysis is significantly
beneficial in the process of feature engineering, primarily to determine the most relevant features in
the MQTT dataset. This is, to the best of our knowledge, the first study on MQTTset that reduces
the prediction time for DoS 0.92 (95% CI −0.378, 2.22) reduced to 0.77 (95% CI −0.414, 1.97) and for
Malformed 2.92 (95% CI −2.6, 8.44) reduced to 0.49 (95% CI −0.273, 1.25).

Keywords: Internet of Things; dataset; MQTT; machine learning; detection system; artificial intelligence;
anomaly detection

1. Introduction

The IoT is a network of sensors and computational devices that work together to
solve problems and provide innovative features [1]. The IoT is a collection of physical
objects—“things”—embedded with sensors, apps, and other technology for connecting
and transmitting data with other devices and systems through the internet [2–4]. In recent
years, the IoT has evolved as one of the most significant technologies of the 21st era.

Appl. Sci. 2023, 13, 6753. https://doi.org/10.3390/app13116753 https://www.mdpi.com/journal/applsci

https://doi.org/10.3390/app13116753
https://doi.org/10.3390/app13116753
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/applsci
https://www.mdpi.com
https://orcid.org/0000-0002-7289-183X
https://orcid.org/0000-0003-4418-8562
https://orcid.org/0000-0003-2566-7381
https://orcid.org/0000-0001-8879-3719
https://orcid.org/0000-0001-5773-7140
https://orcid.org/0000-0001-9975-4483
https://doi.org/10.3390/app13116753
https://www.mdpi.com/journal/applsci
https://www.mdpi.com/article/10.3390/app13116753?type=check_update&version=1


Appl. Sci. 2023, 13, 6753 2 of 26

The IoT’s automated network connection grows increasingly complicated as demand and
expansion increase [5].

The delays in anomaly detection cause significant and irrecoverable losses, such as
unauthorized access or blockage of the IoT network by a malicious attack. The purpose
of this study is to reduce the computational time for building the prediction models and
overcome the problem of overfitting, which appears due to irrelevant attributes in the
training dataset. The higher number of attributes in a model leads to an increase in the
variance of prediction models. The training time of the model or its architectural complexity
may cause the model to overfit. If the model trains on the training data for too long or is
too complex, it learns the noise or irrelevant information within the dataset [6]. The new
approach applies Pearson correlation [7] to determine the severity of dependencies among
the attributes of the MQTTSet [8] dataset. In the first phase, the dataset has been categories
in which the dataset is splitted into three subsets of corresponding type of attacks such as
Brute-force (BF), denial-of-service (DoS), and malformed attacks. These attacks are chosen
due to appearance of high frequencies of attacks in the MQTTset dataset. In the next phase,
correlation matrices are generated for each of these subsets. The generated correlation
matrices revealed that some of the features are highly correlated, while some have zero or
weak correlation. The attributes having zero or weak correlation (r < 0.1) were eliminated
from the corresponding subsets. In the final stage, ML algorithms such as Random Forest,
Decision Tree, Naive Bayes, Multi-Layer Perceptron, Artificial Neural Network, Logistic
Regression, and Gradient Boost are applied to train and test the prediction model on these
datasets. As an evaluation measure, the prediction accuracy, F1 score, training and testing
time have been recorded. The results show that in malformed and DoS attacks, the training
time reduced to 83.21% and 16.3%, respectively.

“Big Data” refers to a large volume of data that is continually increasing over time.
It is such a vast and complicated data collection that none of the usual tools for data
management can save or evaluate data efficiently. The five fundamental and inherent
characteristics of big data are the 5 V’s (velocity, volume, value, variety, and veracity)
that enables data scientists to extract more value from their findings [9]. The IoT sensors
generates enormous amount of data which arrives at high speed, therefore the time con-
sumption in predicting the attacks in Big Data and improving the reliability is one of the
most significant challenges in ML.

Using low-cost computers, the cloud, big data analytics, and physical smart objects that
can exchange and gather data with minimum human participation in embedded systems
that can detect, monitor, and change every interaction among networked devices [4,10].

Amazon and Facebook, for example, employ the MQTT protocol. MQTT, which is
based on a publish/subscribe communication pattern, represents machine-to-machine
(M2M) protocols. This protocol is intended to be used on devices with low memory and
computing power [11]

1.1. MQTT Architecture

MQTT is regarded as the most advantageous connection protocol for M2M and IoT.
It employs the publish/subscribe approach for easy deployment and flexible transition
see Figure 1 depicts the MQTT publish/subscribe pattern. MQTT is suitable for re-source-
constrained devices used on low-bandwidth or unstable networks. MQTT, like the Hyper-
text Transfer Protocol, is built on top of the TCP protocol (HTTP). It is designed, therefore,
to provide a lower communication cost than HTTP [12], however, it sends messages at three
different QoS levels. MQTT is divided into two distinct standards. MQTT v3.1 is the first,
followed by MQTT-SN, sometimes known as MQTT-S (V1.2) [13]. MQTT-SN, as opposed to
MQTT, employs the UDP protocol. Amazon Web Services just began supporting the MQTT
protocol [14]. MQTT is a numerous-to-many networking standard that sends messages
among several devices via a central broker.
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Figure 1. System structure of MQTT [8].

MQTT devices communicated with the broker using a long-lived outbound TCP link,
which was initially burdened by limited devices. To allow communication through MQTT,
all devices need to be aware of the message formats in advance [15]. An MQTT broker is
an intermediary entity that connects MQTT clients. Specifically, a MQTT broker receives
messages generated by clients, filters them by subject, and spreads them to subscribers.

1.2. Anomaly Detection in the IoT

Anomaly detection in network activity is a popular and continuing research topic, par-
ticularly when it comes to IoT devices, which are rapidly expanding throughout numerous
circumstances in people’s daily lives while also being vulnerable to attack via various weak
areas [16]. The identification of anomalies and attacks in the IoT environment has recently
been explored in [17] the authors raised some key challenges in the domain of IoT such
as computational issue, fault tolerance issue, privacy and security issue, reliability issue
etc., that requires an immediate concern. The authors also investigated the anomalies and
assaults in scanning, malicious activity, denial of service, espionage, data type exploration,
incorrect configuration, and malicious control that might cause an IoT system to fail. How-
ever, the main challenges are the reliability of dataset which includes the completeness and
relevancy of input data. The major concerns of IoT security has been discussed in [12,13]
the authors focused on IoT networks that comprise not only the security of the sensor
network but also the internet and mobile network connectivity. The authors also noticed
how anomalies and data leaks in IoT devices have become more common in re-cent years.
The detection of attacks and abnormalities in IoT networks is a crucial problem in the
IoT industry. As a result, threats and assaults are increasing in tandem. In this study, the
abilities of multiple ML models to successfully anticipate attacks and abnormalities on IoT
systems are compared. The performance criteria utilized for comparison include accuracy,
and the F1 score [17]. The author [18] discussed a real-world issue in which an Anomaly
Detection System (ADS) in a smart health monitoring IoT ecosystem was used to monitor
occurrences of relevance involving patients’ health and environment, and also network
attacks. It has been proven that combining communications infrastructure monitoring and
e-health monitoring into a single system optimizes resources and maintains the stability
of the system. The author’s proposed ADS is created and evaluated using a simulated
data-set analysis to demonstrate high detection accuracy, with both healthcare advances
and IoT network assaults included.
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The author of [19] addressed the loss of data privacy by making consumers lose control
of their health data by utilizing the limited processing power and storage capabilities of
IoT systems, such as the hospital database or cloud. In Wireless Sensor Network (WSN)
attacks, ML addresses a wide range of IoT security needs for digital sensors [20], which
must adapt to a dynamic digital ecosystem. Massive volumes of historical data are used by
ML to discover patterns that can be applied to future situations.

As previously indicated, ML architecture may offer the basic required services and
robust security mechanisms to safeguard IoT devices. A signature-based system and an
anomaly-based system [21] are two types of attack detection systems. Signature-based
system attacks are based on malware matching particular patterns in network traffic, such
as byte sequences or malicious instruction sequences [22]. Therefore, using anomaly-based
techniques, unidentified attacks or deviations from normal traffic are detected [23].

The advantage of utilizing a ML detection methodology is that it’s faster than other
methods and can tackle challenges presented by unknown risks [24]. As a result, data
analysis approaches are employed in this work. The main purpose of the system is to create
smart, safe, and long-lasting sensor connectivity that can identify flaws and operate as a
strong firewall against threats.

This paper aims to categorize and prioritize assaults in a MQTT dataset depending on
their frequency. Therefore, research also performs the Exploratory Data Analysis (EDA) for
an anomaly-based system for detecting intrusions in the IoT that utilizes ML techniques.
A generic taxonomy for the various ML algorithms such as Random Forest (RF) [25],
Decision Tree (DT) [26], Naïve Bayes (NB) [27], Gradient Boost (GB) [28], Multi-layer
Perceptron (MLP) [28], Artificial Neural Network (ANN) [29], and Logistic Regression
(LR) [29] for anomaly identification that is utilized for Feature Engineering in the anomaly-
based MQTT dataset in the IoT is presented. At the end, to evaluate the more precise
results, the investigation of reducing ML-based methodologies for anomaly-based intrusion
detection methods in the IoT that employ ML is required.

1.3. Contribution of the Study

The main contributions of this paper are summarized below:

• The paper investigated the time taken to detect an attack using ML approaches and
proposed a novel approach that applied correlation analysis to reduce the training
and testing time of these algorithms. The new approach was evaluated on various
ML models, including RF, DT, NB, MLP, ANN, LR, and GB. The findings indicated
that correlation analysis was significantly beneficial in the feature engineering process,
primarily in identifying the most relevant features in the MQTT dataset.

• The paper investigated how to categorize and prioritize attacks based on their frequency
using the MQTTset reduced dataset. In particular, the article identifies DoS, BF, and
Malformed attacks as the most frequent attacks and selected them for further simulation.

• A comprehensive evaluation of state-of-the-art ML-based methodologies for anomaly-
based intrusion detection systems in the IoT was conducted. Notably, when applying
ML algorithms such as RF, DT, NB, MLP, ANN, LR, GB, and DNN to datasets without
irrelevant attributes, significant reductions in training time were achieved. The evalua-
tion was based on metrics such as precision, recall, F1 score, training time, and testing
time, which are indicative of prediction accuracy.

This study discusses the challenges and future direction of ML-based anomaly de-
tection in the IoT domain. The rest of the article is organized as follows: In Section 2,
the research efforts on IoT attacks and AD are described using a related critical review.
In Section 3, by using the dataset, different types of sensors and anomalies are attacked.
Section 4 discusses the proposed approach and methodology using a Pearson correlation
analysis. Section 5 discusses an experimental setup using ML models, significant findings,
and a conclusion.
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2. Critical Review

The authors in [30] introduced the IoT-enabled smart transportation and healthcare
system which has gained popularity among academics and practitioners. In this research
the authors have resolved the challenges of object detection and semantic segmentation in
the context of IoT by using ML techniques. The author of [31] discusses improving the new
enhancements in health wearable devices that are challenged by upgrading with innovative
technology and resources that can be monitored periodically and regularly. The author
offers a technique for monitoring IoT applications by using ML techniques to create an
advanced tracking automation system and make decisions for proper diagnosis [32]. Con-
centrated on AD, which is characterized as a significant interest in detecting known or
undiscovered anomalous complicated patterns of different destructive assaults in network
protocols. The author chose the problem of a non-trivial algorithm that classifies data
instances and where various application areas have different perspectives on anomalies.
In the medical field, for example, a minor deviation is considered an anomaly. The author
re-solved these challenges by utilizing ML, which is one of the most important techniques
for AD since it automatically learns the system’s information or actions and is capable of
recognizing complicated patterns. As a result, the computer’s functionality is threatened.
The sophistication of IoT networks exposes their systems to dangerous vulnerabilities.
Security flaws and abnormalities in IoT devices have become more common in recent
years [33,34]. Several comparable efforts have been done in IoT, and academics are still re-
searching in this field [35]. Created a detector and firewall to detect an abnormality at an IoT
site. Clustering methods such as K-Means were used in this study for various IoT sectors.
In clustering, different clusters were brought together if the center is inside three times the
average deviation distance. A detailed explanation of a home automation system in which
security breaches were uncovered utilizing a variety of ML approaches is presented in [36].
They mostly detailed a Denial of Service (DoS) attack on a basic IoT site. According to [37]
a detector for On and Off attacks by a fraudulent network node in an industrial IoT site was
presented. They suggested that an IoT network may be assaulted by a compromised node
when it is operational or turned On. Moreover, while the malicious node is in the dormant
or Off state, the IoT network works normally. For the identification of such an abnormality,
the system was created using a light probe routing strategy, with each neighbor node’s trust
estimation computed. The current security concern while building embedded technology
for the IoT was described in [38]. Monitoring data flow between the IoT device’s physical,
logical, and virtual parts was also difficult. To overcome these concerns, the authors of
this paper suggested using digital watermarking [39] Published a paper describing an
IoT intrusion detection system. Several ML classifiers have been successfully utilized to
identify network monitoring probing and fundamental sorts of DoS attacks. Investigated
the detection of problems in healthcare analytic using IoT [40]. This paper also offered a
model for identifying heart abnormalities using a smartphone. IoT sensors, medical image
analysis biomedical signal analysis, big data mining, and predictive analytic was applied to
uncover abnormalities in healthcare. Several assaults on IoT networks may be identified in
the literature, ranging from examining the impact of some well attacks in IoT settings [41]
to suggesting unique threats targeting IoT networks, protocols, or nodes [42]. Threats to
infrastructure and networks are detected using ML algorithms.

ML methods are utilized to identify cyber attacks through training the algorithm to use
the KDDCUP99 [43], whereas the KDDCUP99 [44] employs RF, DT, and GB algorithms to
develop intrusion detection systems, and NB techniques are used for cyber-protection [45].

The above synthesis table summarizes the critical review which includes the year
of papers, problems, approaches, merits, demerits, or research see Table 1: MQTTset is a
dataset that uses raw traffic data from the MQTT protocol and is commonly used in IoT
contexts. It is crucial to note that public datasets such as KDDCUP99 are available. Rather,
MQTTset is distributed as both CSV and PCAP raw data, allowing users to manually
handle raw data and generate alternative CSV files as needed. The proposed dataset, in
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particular, encompasses both valid and malicious traffic.The following Table 2 describes
previous work on MQTTset dataset.

Table 1. Summarizes the critical review which includes the year of papers, problems, approaches,
merits, demerits or research gap.

Ref Year Problem(s) Approach Merit Demerit or Gap

[46] 2022

An efficient supervised
ML intrusion detection
system with excellent
detection rates for IoT

assaults.

The feature significance
plots of the XGBoost and

SVM models are
constructed, as well as
the calibration plots of

the KNN, QDA, and NB
algorithms.

The communication
overhead is decreased,

and the XGBoost
produced excellent

results.

The future step will be
to use an ensemble

model with a unique
dataset appropriate for
the IoT context, as well

as current analyses
utilizing a deep learning

model

[47] 2021 cyberattacks against
network systems

Generative Adversarial
Network (GAN) model:

CTGAN, TableGAN,
and CopulaGAN

CTGAN and
CopulaGAN work fairly
well for both continuous

and discrete values

IDS dataset from
CTGAN, CopulaGAN,
and TableGAN can be

used as learning data for
various Machine
Learning tasks

[48] 2021

Classic security methods
become less effective

against the IoT
cyber-attacks

The Pearson correlation
measure, to highlight

the features’ quality and
the redundancy in the

dataset

Quality analysis is
provided in terms of

correlation with the class
label and redundancy.

The selection of features
plays an important role

in minimizing data
dimensionality

-

[49] 2020

DoS and probe attacks
on IoT networks,
notably RPL and

6LoWPAN networks

XGBoost, DTs, Bagging
Trees, and RF, Bayes

Network, NB, Adaboost

Good results are
obtained using XGBoost,
DTs, Bagging Trees, and

RF

Bayes Network, NB and
Adaboost need to be

improved, and
unsupervised testing
will be expanded to

construct and test the
hidden Markov model

and the Gaussian
mixture model

[50] 2019 Detection of botnet and
DDoS attacks

SVM, ANN, NB, DT, and
Unsupervised Learning

(USML) Matthews
correlation coefficient

Matthews correlation
coefficient yields

positive outcomes

Different data sets may
be explored to validate
the machine learning

algorithms’ legitimacy.
This article only looked

at DDoS attacks

Table 2. The previous work on MQTTset dataset.

Ref Year Objective

[51] 2023

The author suggested balancing model performance with computational complexity by using a technique
that involves training the model on a high-performance computing platform and using the learned model as
a detection engine on low-performance platforms (such as the edge node of the edge layer). The suggested
security paradigm has been demonstrated to be successful against a variety of internal and external threats.

[52] 2023

In this research, a lightweight intrusion detection system (LIDS) IoT model based on deep learning and a
MLP network was proposed. The results demonstrated the effectiveness of deep learning in boosting the

accuracy of an intrusion detection model. The proposed approaches decreased the number of characteristics
by around half, resulting in a LIDS that operates in a limited context.
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Table 2. Cont.

Ref Year Objective

[53] 2022 Using elite machine learning techniques, a smart intrusion detection system has been created to recognize or
anticipate a cyber-attack.

[54] 2022 A feed-forward neural network was used to construct and create an abnormal activity detection system for
IoT networks based on traffic and control flag properties.

[55] 2022 To tackle the issues and successfully defend the IoT environment, an intrusion detection and
hyperparameter control system (ID-HyConSys) that automates the IDS.

[56] 2022

Using an extended chaotic salp swarm optimization method (ECSSA) and a LightGBM classifier, this study
presents an effective intrusion detection strategy for MQTT-IoT networks. For improved detection accuracy,

the proposed IDS employs ECSSA for feature selection and a LightGBM classifier. The ECSSA and
LightGBM increase overall accuracy.

[57] 2022 The author proved that the FELIDS system beats traditional or centralized ML (non-federated learning) in
terms of maintaining the privacy of IoT device data and achieving the best detection accuracy.

[58] 2022 The author proposed that “EdgeIDS” on the MQTTset dataset with five attack types provide the solution for
detecting cyber abnormalities in the IoT, and the obtained results had good results in the ROC-AUC metric.

[59] 2021 The investigation of federated deep learning algorithms for cyber security in IoT applications.

[8] 2020 Merging legitimate data with cyber-attacks on the MQTT network.

3. The MQTTset Dataset

The MQTT dataset [8] used in this research has been provided to the scientific and
industry communities to help with data analysis, ML, and AI in the context of IoT. The sit-
uation is based on a smart home setup in which 10 MQTT sensors collect data such as
humidity, temperature, light intensity, CO-Gas, sensors for motion, smoke, fan, door lock,
and fan speed. The readings arrive at varied intervals according to the unique behavior of
every sensor. As shown in Figure 2, the sensors are divided into two rooms. The dataset
simulates network attacks namely Malformed [60], Brute force [61], and DoS [62], the
description of these attacks can be found in Section 4.4.

Figure 2. MQTTset considers a circumstance [8].

4. Proposed Approach

This paper proposes a novel approach to AD in IoT problems by using correlation
analysis for feature engineering. To the extent of our knowledge, this is the first study
that applies categories and prioritization in statistical correlation for feature engineering.
The existing approaches, such as [63,64], did not focus on feature engineering before
training the prediction models. This section is organized into six sub-sections.

4.1. Methodology

The MQTTset open-source data collection includes 34 features and 330,926 categorical
samples which has been reduced and only the most relevant. Correlation analysis is a
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statistical tool used in research to calculate the level of a relationship between two varia-bles.
The level of variation in a single variable as a consequence of an alteration in another is
computed using correlation analysis. A high correlation suggests a significant relationship
between the two variables, whereas a weak relationship indicates a weak rela-tionship.
When a rise in one variable causes an increase in the other, there is a strong cor-relation.
A negative correlation, on the other hand, suggests that when one variable grows, the other
falls, and vice versa [65]. The exploratory analysis is performed in python [66].

4.2. Data Preprocessing

Data preprocessing is a central activity for identifying and selecting characteristics
since it boosts efficiency while providing dependable and precise information [67]. The pri-
mary needs for ML study are inferential statistical observation and analysis. The primary
purpose of a classification model is to provide the data to an optimal classifier. As a result,
dealing with missing data is the first step in this stage. The detection of IoT threats and
abnormalities. The raw data from the sensor, or CSV file, is the framework’s initial process.
The dataset was acquired and thoroughly observed during this phase to determine how to
categorize and prioritize the various anomalies of data. Furthermore, data preparation was
applied to the dataset see Figure 3.

Figure 3. MQTT Protocol and Architecture.

4.3. Filtering Data

Filtering data [67], helps in the elimination of redundant data. such as to remove the
outliers, repetitive values, missed values, none, symbol values, and those values that contain
two types of fields, such as integers and strings. By using data filtering to exclude all records
that contain either type of field. Filtering data (to remove the null, symbol values, etc.),
categorize the different anomaly attacks in the MQTT sets (DoS attack, brute-force at-tack,
malformed attack, flood attack, and solwite attack), prioritized the attack w.r.t frequency of
attacks on the IoT sensors.

4.4. Categorize Data

Three types attacks are considered and compared with legitimate data the categories
of attacks are used in this research such as DoS attack Brute force attack, Malformed attack
which are describe below.

4.4.1. Denial of Service (DoS) Attack

DoS attack are carried out in order to prevent genuine customers from accessing the
service [62]. In this example, the MQTT protocol is used to overload the broker by creating
many links with the broker and transmitting the maximum number of messages available
for each connection.
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4.4.2. Brute Force Attack

A brute force assault involves attempting to obtain user information that is used by
MQTT [68]. The attacker’s purpose with MQTTset is to compromise user details such as
credentials that are used in the authentication process [61].

4.4.3. Malformed Data

A malformed data assault seeks to generate and deliver a huge number of erroneous
packets to the broker in order to disrupt the targeted service [60]. In order to carry out a
faulty data attack, consider MQTTset.

4.5. Prioritize of Anomalies

The following shows the target class and frequency of each attack in the training
datasets are shown in Figure 4.

Figure 4. The attacks are prioritized as per the frequencies of anomaly attacks in the dataset, the three
attacks used in this research are DOS, Brute-Force, and Malformed these attacks are more frequent
and critical.

The chart represents the frequency distribution of the attack determined using the
dataset, the DoS, Brute-Force, Malformed are the most frequent attacks, hence selected in
the subsequent experiments.

4.6. Pseudocode: The Operation Process Flow

The algorithm is represent for anomaly detection in a dataset, where the target at-
tribute is analyzed for anomalies such as DoS, brute force, malformed, flood, and slowite.
The algorithm takes the dataset as input and performs various operations on it to obtain
the accuracy, F1score, precision, recall, training and testing time. The algorithm is designed
to work in multiple stages. In the first stage, the algorithm checks each value in the target
attribute and executes code when the category matches one of the anomaly values. If the
value is an anomaly, it is labeled with the corresponding category name and stored in
the ‘anomaly_category’ column for that row. Then, the frequency of each anomaly is
counted and stored in a dictionary called ‘anomaly_freq’. Anomalies with the highest
frequency, such as DoS, brute force, and malformed, are selected and stored in a list called
‘high_freq_anomalies’ by iterating through the sorted list of anomalies until the count of
high_freq_anomalies is equal to 3, shown in Figure 5.
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Figure 5. The Pseudo code of the operation process flow of the research for anomaly detection using
ML techniques to identify the best-performing algorithm based on the evaluation metrics.

In the next stage, the correlation matrix is calculated for the dataset, and the attributes
with weak or zero correlation are removed from the dataset. The resulting dataset is saved
as the Feature Selection (FS) for the corresponding attack type. Then, the dataset is split
into training and testing sets, and various machine learning techniques such as RF, NB, BT,
LR, MLP, ANN, and DNN are applied on the training set using the best FS for each attack.
Finally, the accuracy, F1score, precision, recall, training and testing time are calculated for
each model, and the best performing algorithm is identified based on the evaluation metrics.
The algorithm is designed to automate the process of detecting anomalies in a dataset,
and it uses various techniques to identify the best performing algorithm. This algorithm
can be applied to various datasets to detect anomalies, and it can be modified to include
additional techniques or metrics to improve its performance. The algorithm is useful
in detecting anomalies in various domains, including smart homes, finance, healthcare,
and cybersecurity.

4.7. Feature Analysis of MQTT Dataset

Evaluation Data Analysis (EDA) is a method of evaluating data that employs graphs
or charts. It is used to detect trends, patterns, and assumptions using statistical summaries
and graphical representations.

Using Pearson correlation, the author [69] demonstrated a real-time supervised learn-
ing approach. Pearson correlation [70] using deep convolutional neural networks (DCNN)
for document categorization with the goal of reducing the influence of negative document
image problems such as signatures, markings, logos, and handwritten notes.

Correlation is a statistical technique used to determine how one variable moves or
changes in relation to another. It denotes the strength of the connection between the variables.
It is a bivariate analytical measure that depicts the connection between many variables.

Pearson coefficients are correlation coefficients that represent the relationship be-
tween two variables measured on the same ratio or interval scale. The Pearson coefficient
reflects the degree of similarity between two continuous variables. The Pearson correlation
coefficient measures the strength of a two-variable, linear relationship. It has a value
between −1 and 1, with −1 representing total negative linear correlation, 0 representing no
link, and +1 representing total positive linear correlation [71].
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Below is a formula for calculating the Pearson correlation coefficient (r) [72] repre-
sented in Equation (1)

r = ∑n
i=1 (xi − x)(yi − y)√

∑n
i=1 (xi − x)2

√
∑n

i=1 (yi − y)2
(1)

where, n is sample size, xi, yi are the individual sample points indexed with i.
Rearranging gives us the following formula which is represented in Equation (2)

r =
n ∑ xiyi − ∑ xi ∑ yi√

n ∑ x2
i − (∑ xi)2

√
n ∑ y2

i − (∑ yi)2
(2)

The Pearson correlation is applied to MQTT dataset to determine the dependencies
among the input variables and the target classes.

4.8. Results of Feature Analysis

The proposed mechanism uses Pearson correlation to assess the strength of relation-
ships among MQTTSet dataset attributes. In the initial step, the dataset was divided
into three groups based on the kind of attack, such as brute-force, DoS, and malformed
assaults. Initially, a study or correlation has been determined for 17 input numerical fea-
tures. The purpose of the study was to investigate the correlation between these features,
which means to examine the degree to which they are related or associated with each other.
To determine the correlation between the features, a correlation matrix was constructed.
A correlation matrix is a table that shows the correlation coefficient between each pair
of features. The correlation coefficient is a statistical measure that indicates the strength
and direction of the linear relationship between two variables. It can range from −1 to +1,
where a value of +1 indicates a perfect positive correlation (i.e., the two variables increase
or decrease together), a value of −1 indicates a perfect negative correlation (i.e., as one
variable increases, the other decreases), and a value of 0 indicates no correlation (i.e., the
two variables are independent of each other). The results of the correlation analysis showed
that some features were highly correlated with each other, either positively (i.e., when one
feature increases, the other also tends to increase) or negatively (i.e., when one feature
increases, the other tends to decrease). This suggests that these features may be measuring
similar or related aspects of the data, and may therefore be redundant or redundant.

On the other hand, some features had weak or zero correlation with other features such
as mqtt conack.flags.reserved, conflag.reserved, sub.qos, willmsglen, willtopiclen indicating
that they may be measuring different aspects of the data Figure 6. A study or analysis that
was conducted specifically on DoS (Denial-of-Service) attacks. The purpose of the study was
to investigate the correlation between different features or variables that are associated with
DoS attacks. To determine the correlation between the features, a correlation matrix was
constructed, and the matrix is shown in Figure 7. In a correlation matrix, each row and column
represent a different feature or variable, and the cells contain the correlation coefficients
between each pair of features. The diagonal cells contain the correlation coefficient between
each feature and itself, which is always equal to 1 because a variable is perfectly correlated with
itself. The results of the correlation analysis showed that some features are highly correlated
with each other, either positively or negatively. This means that these features tend to increase
or decrease together, indicating that they may be measuring similar or related aspects of
DoS attacks such as tcp.timedelta, tcp.len, mqtt.conflags, mqtt.hdrflags, mqtt.len, mqtt.msg,
mqtt.msgid, mqtt.msgtype, mqtt.qos. Conversely, some features have zero or weak correlation
with other features such as mqtt.conack.flags.reserved, mqtt.conack.flags.sp, mqtt.conflag.qos,
suggesting that they may be measuring different aspects of DoS attacks. Additionally, this
information may help in developing effective strategies to prevent or mitigate DoS attacks.
A study or analysis that was conducted specifically on a brute-force attack. A brute-force attack
is a type of cyber-attack in which an attacker tries all possible combinations of usernames and
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passwords until they find the correct one, gaining unauthorized access to a system or account.

Figure 6. Overall correlation matrix (DoS, BF, Malformed).

To determine the correlation between different features or variables that are associated
with a brute-force attack, a correlation matrix was constructed, and the matrix is shown
in Figure 8.

Figure 7. Correlation matrix for DoS attack.

In a correlation matrix, each row and column represent a different feature or variable,
and the cells contain the correlation coefficients between each pair of features. The diagonal
cells contain the correlation coefficient between each feature and itself, which is always
equal to 1 because a variable is perfectly correlated with itself. The results of the correlation
analysis showed that some features are highly correlated with each other, either positively
or negatively. This means that these features tend to increase or decrease together, indicating
that they may be measuring similar or related aspects of a brute-force attack. For example,
two features that might be highly correlated in the context of a brute-force attack could
be the number of failed logins attempts and the duration of the attack. Conversely, some
features have between 0 to ±0.25 or weak correlation with other features such as mqtt
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retain, message, time TCP stream, TCP Segment length, suggesting that they may be
measuring different aspects of a brute-force attack. For example, the source IP address of
the attack and the time of the attack might have weak or zero correlation with other features.
Additionally, this information may help in developing effective strategies to prevent or
mitigate brute-force attacks.

A malformed attack is a type of cyber-attack in which an attacker sends specially
crafted data to a system, exploiting vulnerabilities in the way the system handles the data.
The results of the correlation analysis showed that some features are highly correlated with
each other, either positively or negatively.

Figure 8. Correlation matrix for brute-force attack.

This means that these features tend to increase or decrease together, indicating that
they may be measuring similar or related aspects of malformed attacks see Figure 9.
For example, two features that might be correlated in the context of a malformed at-
tack could be the size of the payload and the frequency of the attack such as tcp.flags,
tcp.timedelta, tcp.len, mqtt.conflag.cleansess, mqtt.conflags, mqtt.hdrflags, mqtt.kalive,
mqtt.len, mqtt.msg, mqtt.msgid, mqtt.msgtype, mqtt.protolen, mqtt.protoname, mqtt.retain,
mqtt.ver. Conversely, some features have zero or weak correlation with other features
such as mqtt.willmsg, mqtt.willtopic, suggesting that they may be measuring different
aspects of a malformed attack and might have weak or zero correlation with other features.
Additionally, this information may help in developing effective strategies to prevent or
mitigate malformed attacks.

After conducting a correlation analysis on a dataset, features that were found to have
zero or weak correlation with other features were removed from the dataset. Figure 10
likely shows the updated correlation matrix after these features were removed. Remov-
ing features with weak or zero correlation can have several benefits. First, it reduces the
dimensionality of the dataset, which can simplify analysis and modeling. Second, it can
improve the accuracy and efficiency in terms of training and testing time or irrelevant
features that may obscure or dilute the signal from other features. Third, it can help avoid
overfitting, a common problem in machine learning where a model is too complex and
fits the training data too well, resulting in poor generalization and performance on new
data. However, it’s important to note that removing features with zero correlation can also
have some drawbacks such as mqtt.conack.val, mqtt.conflag.reserved, mqtt.conflag.retain,
mqtt.conflag.willflag, mqtt.sub.qos, mqtt.suback.qos, mqtt.willmsglen, mqtt.willtopiclen.
Additionally, removing features can be subjective and depend on the specific goals, as-
sumptions, and domain knowledge of the analyst or modeler.
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Figure 9. Correlation matrix for malformed attack.

Overall, the decision to remove features with weak or zero correlation should be based
on careful consideration of the benefits and drawbacks, as well as other factors such as
computational resources, and interpretability considerations.

Figure 10. Reduced dataset after applying correlation analysis.

5. Experimental Setup

The simulation was carried out using Colaboratory, or “Colab”, a Google Research
tool [73]. Colab is particularly well suited to ML since it allows anybody to write and run
arbitrary Python code in the browser. Colab is a free online Jupyter notebook platform that
enables access to computing resources such as GPUs.

5.1. Evaluation Methodology and Environment

To put the chosen intrusion detection algorithms to the test, the dataset was separated
into two parts: Training data and testing data, with 70 and 30% of created records, respec-
tively. This ratio was used to compare the findings with the original MQTT dataset [8].

The evaluation of our proposed statistical correlation metric was conducted using the
MQTTset dataset, which is a publicly available dataset accessible at https://www.kaggle.
com/datasets/cnrieiit/mqttset, (accessed on 11 December 2022). The MQTTset dataset
contains real-world data generated by IoT sensors using the MQTT protocol, and it has been
widely used in the research community for evaluating anomaly detection techniques [8].

https://www.kaggle.com/datasets/cnrieiit/mqttset
https://www.kaggle.com/datasets/cnrieiit/mqttset
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The dataset provides diverse sensor readings, including temperature, humidity, pressure,
and other environmental parameters, making it suitable for our research on anomaly
detection in IoT sensors. In our evaluation, we utilized the MQTTset dataset to validate
the effectiveness of our proposed metric in improving the reliability of anomaly detection
compared to traditional methods. The utilization of the MQTTset dataset allowed us
to assess the performance and robustness of our approach in a realistic IoT sensor data
environment. Supervised learning models such as DT, RF, ANN, NB, and Multi-layer
perceptron have been used for prediction tasks. These techniques are described in detail in
the sub-sections below.

5.2. Machine Learning Algorithms

A ML model is a program that can identify patterns or draw conclusions based on
previously unknown data. There are different algorithms that are supported by ML. As a
result, each node in the DT algorithm may evaluate potential actions against one another
according on their benefits, costs, and probabilities. It is essentially a depiction of the likely
outcomes of a series of linked decisions [74,75].

A DT typically begins with a single node and then branches into potential outcomes.
Each of these events results in the formation of new nodes, which then branch off into
new instances. As a result, it expanded into a tree-like architecture, or a data flow diagram
structure [76].

The RF algorithm, as the name indicates, builds a forest with multiple decision trees.
It is a classification method that is supervised. Because of its great execution speed [74],
It is an appealing classifier. A random forest is created by joining numerous DT, and
t analyzes the data by combining the predictions of each component tree. In terms of
projected accuracy, it frequently outperforms a single DT. The more trees there are in the
forest, the more vigorous it seems.

Naïve Bayes [77] is a classic classifier that uses Bayes’ theorem of pre-probability to
categorize data instances. It offers a quick training pace for both small and large datasets.
It is less susceptible to missing data, but it requires previous probabilities to be calculated.
It is ineffective when the sample’s properties are connected. ANN is a ML approach that
serves as the foundation for several deep learning algorithms. Using raw data, the ANN
model can be trained [75,78]. In comparison to certain other classifiers, it has a large number
of tuning parameters, giving it a complex structure. It also takes longer than other strategies
to reduce error [79,80]. The NN algorithm is known as MLP. MLP contains an artificial
neuron network (nodes). Input nodes, hidden nodes, and output nodes are the three types
of nodes that are linked together. The node-to-node connectivity can be adjusted [26].

LR is another approach adopted from statistics by ML. This model explains how this
method may be used to construct LR models at the leaves by incrementally refining those
established at higher levels in the tree [81].

The GB technique is the foundational classifier for identifying malicious anomalous
behaviors. In solving classification and regression problems, the ensemble GB technique
has been shown to be more efficient than traditional boosting algorithms. This method
has been enhanced with a feature selection mechanism that boosts overall performance by
identifying the most important characteristics from the input data [82].

5.3. Evaluation Criteria

The metrics listed below are calculated to assess the efficiency of the created system.
These parameters can be utilized to assess which method is best suited to this task.

Before discussing metrics, the following four ideas must be introduced:

• True positives (TP) are predictions that turn out to be correct.
• False positives (FP) are positive predictions that turn out to be negative.
• True negatives (TN) are predicted negatives that turn out to be negative.
• False negatives (FN) are predicted negatives that turn out to be positive.
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5.3.1. Prediction Accuracy

A model’s accuracy is only a subset of its total performance. Accuracy is one of the
metrics used to assess classification models [83]. The measurement of single class accuracy
is represented in Equation (3)

Accuracy =
TP + TN

TP + TN + FP + FN
(3)

5.3.2. F1 Score

The F1 score may also be used to assess a performance of the model. It is a weighted
average of the accuracy and recall of a model [83]. Equation (4) gives the F1 Score value for
a particular class.

F1Score =
2 ∗ TP

2 ∗ TP + FP + FN
(4)

5.3.3. Precision and Recall

Precision and recall is the sum of all positive classes’ corrected classification values.
The improved the performance, the higher the precision and recall. Equations (5) and (6)
may be used to calculate precision and recall [84].

Precision =
TP

TP + FP
(5)

Recall =
TP

TP + FN
(6)

5.3.4. CPU Time

CPU time [85], is the amount of time it takes the processor to process data and is
used to assess how much processing is necessary for a process or how CPU-intensive a
process or application is. Finally, Table 6 show a summary of the CPU time consumed by
the categorization step (the consumed time is measured in seconds).

5.4. Significant Findings

By analyzing significant findings and comparing the accuracy of default attributes
and feature selection for three high-frequency anomaly attacks (DoS, brute-force, and
malformed attacks) with respect to seven algorithms (NB, DT, NN, RF, GB, LR, and MLP).
Table 3 shows that DT and RF provided high accuracy of 95.94%, 99.81%, and 99.67%,
respectively, in all three types of DoS attacks: Brute force attacks and malformed attacks,
with no significant difference between default and feature selection attributes when using
the correlation technique for DoS attacks. A minor drop in a few of the datasets such as in
the Brute force algorithm is due to the removal of attributes in the feature engineering phase.
However, this drop is minor in comparison to the advantages achieved in the proposed
feature engineering methodology. Furthermore, this can be controlled by adjusting the
parameter value of Pearson Correlation Coefficient (r).

The performance of a Deep Neural Network (DNN) in detecting various types of cyber
attacks. The DNN achieved high accuracy rates in identifying Denial of Service (DoS),
Brute Force (BF), and malformed attacks when using default attributes, with accuracy rates
of 95.83%, 99.41%, and 99.35%, respectively. The best values for each type of attack are
highlighted in bold in Table 3. However, when using Feature Selection (FS) attributes, the
accuracy rates were slightly lower, with rates of 87.74%, 99.67%, and 99.10% for DoS, BF,
and malformed attacks, respectively. Overall, the DNN demonstrated strong performance
in detecting cyber attacks, particularly with default attributes.
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Table 3. Compare Accuracy between Defaults attributes and Feature selection of DoS, BF and
Malformed anomaly attacks.

Algorithms DoS Attack Brute-Force Attack Malformed Attack

- * DA * FS DA FS DA FS

NB 87.27% 87.27% 93.53% 92.71% 95.19% 95.19%
DT 95.94% 95.94% 99.81% 99.81% 99.67% 99.67%
NN 94.50% 95.58% 99.66% 99.69% 99.02% 99.49%
RF 95.94% 95.94% 99.81% 99.81% 99.67% 99.67%
GB 95.51% 95.51% 99.29% 99.31% 97.34% 96.88%
LR 87.34% 87.35% 94.41% 93.12% 95.70% 95.32%

MLP 93.16% 94.33% 99.54% 99.70% 99.27% 99.01%
DNN 95.83% 87.74% 99.41% 99.67% 99.35% 99.10%

* DA = Default attributes, FS = Feature selection.

The results presented in Table 4, which compares the precision and recall of eight
different algorithms in detecting various types of cyber attacks (DoS, BF, and Malformed)
without Feature Selection (FS). The significant findings of the analysis reveal that the RF
and DT algorithms had the highest precision and recall values of 99.80% for detecting
Brute Force attacks without the use of FS. This suggests that RF and DT algorithms may
be particularly effective for detecting this type of attack. On the other hand, the NB
algorithm had the lowest precision value of 89.51% for detecting DoS attacks without FS.
This indicates that NB may not be the best choice for detecting this type of attack. For the
Malformed attack, the DNN algorithm had the lowest recall value of 76.59% without
FS. Overall, the analysis in Table 4 provides insights into the strengths and weaknesses
of various algorithms for detecting different types of cyber attacks, and highlights the
importance of considering precision and recall values when evaluating the effectiveness of
these algorithms.

Table 4. Precision and Recall of DoS, BF, Malformed anomalies attacks—Without FS.

Algorithms DoS Attack Brute-Force Attack Malformed Attack

- Precision Recall Precision Recall Precision Recall

NB 89.51% 87.27% 93.95% 93.53% 94.79% 95.18%
DT 96.03% 95.93% 99.80% 99.80% 99.66% 99.67%
NN 96.01% 95.91% 99.46% 99.46% 99.47% 99.48%
RF 96.03% 95.93% 99.80% 99.80% 99.66% 99.67%
GB 96.51% 95.51% 99.30% 99.31% 97.40% 97.33%
LR 89.62% 87.34% 93.28% 93.25% 95.88% 95.70%

MLP 94.88% 94.79% 99.74% 99.74% 97.57% 97.51%
DNN 95.92% 95.83% 99.41% 99.42% 94.38 % 76.59%

The results presented in Table 5, which compares the precision and recall of eight
different algorithms in detecting various types of cyber attacks (DoS, BF, and Malformed)
using Feature Selection (FS). The analysis revealed that the RF and DT algorithms had the
highest precision and recall values of 99.81% for detecting Brute Force attacks using FS.

This suggests that RF and DT algorithms may be particularly effective for detecting
this type of attack, even with the use of FS. However, the NB, LR, and DNN algorithms
had the lowest precision values of 87.27%, 87.39%, and 87.74%, respectively, for detecting
DoS attacks using FS. This indicates that these algorithms may not be the best choice for
detecting this type of attack when FS is applied. Overall, the analysis in Table 5 provides
further insights into the strengths and weaknesses of various algorithms for detecting
different types of cyber attacks, and highlights the importance of considering both FS and
precision/recall values when evaluating the effectiveness of these algorithms.
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Table 5. Precision and Recall of DoS, BF, Malformed anomalies attacks—using FS.

Algorithms DoS Attack Brute-Force Attack Malformed Attack

- Precision Recall Precision Recall Precision Recall

NB 89.51% 87.27% 93.24% 92.71% 94.79% 95.18%
DT 96.03% 95.93% 99.81% 99.81% 99.66% 99.67%
NN 94.73% 94.65% 99.64% 99.64% 98.77% 98.77%
RF 96.03% 95.93% 99.81% 99.81% 99.66% 99.67%
GB 95.73% 95.51% 99.31% 99.31% 96.97% 96.88%
LR 89.70% 87.39% 93.14% 93.13% 95.33% 95.32%

MLP 94.43% 94.33% 99.69% 99.69% 99.33% 99.34%
DNN 89.94% 87.74% 99.67% 99.66% 96.88% 95.75%

5.5. Evaluation Time

The obtained results for three high-frequency anomaly attacks (DoS, BF, and mal-
formed attacks) with respect to seven algorithms ( NB, DT, NN, RF, GB, LR, MLP, and
DNN ) are clearly different in terms of default attributes and feature selection. The default
attributes were discovered to have 34 features using correlation techniques, but in DoS,
brute-force, and malformed attacks, there were 13, 17, and 16 attributes, respectively. After
applying the correlation technique and removing the attributes of weak correlation from
the dataset, the result obtained in terms of training time is significantly reduced, as shown
in Table 6, such as the training time of NB before 1489.22 after 59.81 and RF before 1338.05
after 58.7 using the correlation technique in a DoS attack. Using correlation techniques in a
brute-force attack, the training time of NN is before 5244.97 after 139.59 and that of RF is
before 5331.31 after 152.89. In the same pattern, The result obtained from testing times is
shown in differences in Table 6, such as the testing time of MLP having before 0.3122 after
0.1565 but, on the other side, GB not having good results after using this technique, such as
before 0.0714 after 0.1035 using the correlation techniques in a DoS attack. A comparison of
training and testing time for different learning algorithms after applying feature engineer-
ing. As it is evident from the results, NN consumed the least time during training of all
the attacks.

The Table 6 shows a comparison of training time in a DoS attack by applying defaults
to 34 attributes with respect to the reduced 13 features that are obtained in the feature
analysis of the MQTT dataset as described in Section 4.6. Default attributes range between
895.0386 and 2098.3992 s in training time and the feature selection is between 47.0213 and
59.8104 s, except the GB, LR and MLP which is between 107.3086 and 122.223 s.

The results of a comparison of seven techniques, namely NB, DT, NN, RF, GB, LR,
MLP, and DNN, applied to three high frequencies of anomaly attacks, namely DoS, BF, and
malformed. The comparison matrix table is presented in Table 7, and the techniques are
ranked in ascending order based on the gain achieved using feature selection (FS) with
respect to training and testing time. In training time the DoS attack, the DNN technique
took the least amount of time for training, which was 7.67 s, ranking it first. In contrast,
the LR technique took the longest time for training, which was 122.44 s, ranking it eighth.
In the BF attack, the NN technique took the least amount of time for training, which was
139.59 s, ranking it first. On the other hand, the DNN technique took the longest time for
training, which was 546.75 s, ranking it eighth. In the malformed attack, the NN technique
took the least amount of time for training, which was 262.42 s, ranking it first. In contrast,
the DNN technique took the longest time for training, which was 402.84 s, ranking it eighth.
Overall, the results show that DNN takes the longest time for training across all three
types of attacks, while NN takes the least amount of time. The results also demonstrate the
effectiveness of feature selection in reducing the training time of the techniques.
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Table 6. Comparison of Training and Testing time in (seconds) before and after feature engineering.

Learning Algorithms DoS Attack Brute-Force Attack Malformed Attack

Training Time (s) * DA (34 attri) * FS (13 attri) DA (34 attri) FS (17 attri) DA (34 attri) FS (16 attri)

NB 1489.22 59.81 5500.23 153.66 7141.23 271.17
DT 1683.16 60.3 5843.74 154.02 7269.13 271.57
NN 895.03 47.02 5244.97 139.59 6990.8 262.42
RF 1338.05 58.7 5331.31 152.89 7037.06 270.38
GB 2132.6 115.45 6159.54 232.52 7512.83 308.43
LR 2258.15 122.44 6238.33 236.03 7624.17 311.84

MLP 2098.39 107.31 6129.44 230.44 7410.03 305.93
DNN 17,228.64 7.67 26.16 546.75 16.82 402.84
NB 0.0484 0.0248 0.0318 0.0131 0.0291 0.0125
DT 0.0401 0.0258 0.0306 0.0149 0.0208 0.0157
NN 5.2142 4.3855 2.7147 8.7942 19.8231 2.7996
RF 0.7409 0.7298 0.4652 0.4388 0.4957 0.4777
GB 0.0714 0.1035 0.036 0.0295 0.0315 0.0331
LR 0.0333 0.0115 0.0219 0.0067 0.0181 0.0106

MLP 0.3122 0.1565 0.1423 0.0601 0.08 0.1021
DNN 5.24 48.19 3.27 27.66 10.63 18.84

* DA = Default attributes, FS = Feature selection.

In the other side the comparison matrix table is presented in Table 7, and the techniques
are ranked in ascending order based on the gain achieved using feature selection (FS) with
respect to testing time. In the DoS attack, the LR technique took the least amount of time for
testing, which was 0.0115 s, ranking it first. In contrast, the DNN technique took the longest
time for testing, which was 48.19 s, ranking it eighth. In the BF attack, the LR technique
took the least amount of time for testing, which was 0.0067 s, ranking it first. On the other
hand, the DNN technique took the longest time for testing, which was 27.66 s, ranking it
eighth. In the malformed attack, the LR technique took the least amount of time for testing,
which was 0.0106 s, ranking it first. In contrast, the DNN technique took the longest time
for testing, which was 18.84 s, ranking it eighth. Overall, the results show that DNN takes
the longest time for testing across all three types of attacks, while LR takes the least amount
of time. The results also demonstrate the effectiveness of feature selection in reducing the
testing time of the techniques.

The plot presented in Figure 11, which compares the testing time of a DoS attack by
applying defaults to 34 attributes with respect to the reduced 13 features obtained from the
feature analysis of the MQTT dataset.

Figure 11. Compare Testing CPU time in sec w.r.t. DoS attack between defaults attributes and
feature selection.
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Table 7. Rank comparison matrix table of techniques to show the gain achieved using FS w.r.t.
training and testing time.

Learning Algorithms DoS Attack Brute-Force Attack Malformed Attack
Training Time (s)

NB 59.81(4) 153.66(3) 271.17(3)
DT 60.3(5) 154.02(4) 271.57(4)
NN 47.02(2) 139.59(1) 262.42(1)
RF 58.7(3) 152.89(2) 270.38(2)
GB 115.45(7) 232.52(6) 308.43(6)
LR 122.44(8) 236.03(7) 311.84(7)

MLP 107.31(6) 230.44(5) 305.93(5)
DNN 7.67(1) 546.75(8) 402.84(8)
NB 0.0248(2) 0.0131(2) 0.0125(2)
DT 0.0258(3) 0.0149(3) 0.0157(3)
NN 4.3855(7) 8.7942(7) 2.7996(7)
RF 0.7298(6) 0.4388(6) 0.4777(6)
GB 0.1035(4) 0.0295(4) 0.0331(4)
LR 0.0115(1) 0.0067(1) 0.0106(1)

MLP 0.1565(5) 0.0601(5) 0.1021(5)
DNN 48.19(8) 27.66(8) 18.84(8)

DA = Default attributes, FS = Feature selection.

The testing time for the default attributes ranges between 0.033 and 5.214 s, while the
testing time for the reduced 13 features obtained through feature selection ranges between
0.011 and 0.157 s, except for the neural network, which has a testing time of 4.386 s. The plot also
shows that the default attributes for the DNN technique have a testing time of 5.240 s, which is
significantly longer than the testing time for the reduced 13 features obtained through feature
selection, indicating the effectiveness of feature selection in reducing testing time. Moreover, the
difference in feature selection between the default attributes and the reduced 13 features is quite
significant for the DNN technique, with a difference of 48.190 s. This further emphasizes the
importance of feature selection in optimizing the performance of the DNN technique. The plot
in Figure 12, which compares the training time of a brute force attack by applying defaults to 34
attributes with respect to the reduced 17 features obtained from the feature analysis of the MQTT
dataset. The default attributes have a range of training time between 5244.973 and 6238.328 s,
while the training time for the reduced 17 features obtained through feature selection ranges
between 139.586 and 236.027 s. It is noted that the DNN technique has good performance in
default attributes, with a training time of 26.1600 s. However, in feature selection, DNN took
a significantly longer time of 546.750 s compared to other algorithms, indicating that it is more
expensive in terms of computation resources. Overall, the plot shows that the reduced 17 features
obtained through feature selection significantly reduce the training time compared to using
default attributes, except for the DNN technique, which takes longer time for feature selection.

Figure 12. Compare Training CPU time in sec w.r.t. Brute force attack between defaults attributes
and feature selection.
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The plot in Figure 13 shows a comparison of testing time in a brute force attack by
applying defaults to 34 attributes with respect to the reduced 17 features that are obtained
in the feature analysis of the MQTT dataset as described in Section 4.6. Default attributes
range between 0.022 and 2.715 s in testing time and the feature selection is between 0.007
and 8.794 s. A comparison of CPU time in seconds for a BF (brute force) attack on a dataset.
The dataset is analyzed using default attributes, which range between 0.022 and 2.715 s in
testing time. The dataset is also analyzed using feature selection, which reduces the dataset
to 16 features and results in testing times ranging between 0.007 and 8.794 s. Additionally,
a DNN (deep neural network) was used to analyze the dataset using default attributes,
which took 3.270 s in testing time. The same DNN was also used to analyze the dataset
after feature selection, which took 27.660 s in testing time. The paragraph notes that the
increase in testing time for the DNN after feature selection was significant.

Figure 13. Compare Testing CPU time in sec w.r.t. Brute force attack between defaults attributes and
feature selection.

The plot in Figure 14 shows a comparison of training time in a malformed attack by
applying defaults to 34 attributes with respect to the reduced 16 features that are obtained in
the feature analysis of the MQTT dataset. The dataset is analyzed using default attributes,
which range between 6990.7999 and 7624.1722 s in training time. The dataset is also
analyzed using feature selection, which reduces the dataset to 16 features and results in
training times ranging between 262.4163 and 311.839 s. Additionally, a DNN (deep neural
network) was used to analyze the dataset using default attributes, which took 16.820 s in
training time. The same DNN was also used to analyze the dataset after feature selection,
which took 402.840 s in training time. The paragraph notes that the increase in training
time for the DNN after feature selection was significant.

Figure 14. Compare Training CPU time w.r.t. malformed attack between defaults attributes and
feature selection.

The plot in Figure 15 shows a comparison of testing time in a malformed attack by
applying defaults to 34 attributes with respect to the reduced 16 features that are obtained
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in the feature analysis of the MQTT dataset. The dataset is also analyzed using feature
selection, which reduces the dataset to 16 features and results in testing times ranging
between 0.011 and 2.800 s.

In this case, it is not specified which method was used to perform the analysis, but it
can be inferred that the testing time for the default attributes was 10.63 s, while the testing
time for feature selection was 18.84 s.

Figure 15. Compare Testing CPU time in sec w.r.t. malformed attack between defaults attributes and
feature selection.

6. Conclusions

The IoT is described as a network of various Internet-connected sensors that constantly
generate massive volumes of data and interact among themselves using the MQTT protocol.
Brute-force, denial-of-service (DoS), malformed, flood, and slowite attacks are the most
prevalent on the MQTT network. In this study, the focus is on MQTTset, a network of
several types of IoT sensors (temperature, motion sensor, humidity, locker door, etc.)
that may be used to imitate several scenarios, including building automation and the
industrial sector. Malicious or attack traffic was mixed in with legal MQTT network data.
The attributes required to develop a functional detection system were extracted from the
raw network data given by MQTTset sensors. In addition to validating the dataset by using
numerous ML algorithms that are commonly used in the security domain, such as NN, RF,
NB, DT, GB, and MLP. The results showed a good accuracy and F1 score for the dataset due
to the vast number of records from real traffic that affected the final conclusions. Finally, the
results obtained for the investigated ML approaches were assessed based on accuracy and
the F1 score, as well as a comparison of training and testing time while utilizing various
anomalies such as DoS, brute-force and malformed attacks by applying defaults to 34
attributes with respect to the reduced 13, 17, and 16 features, respectively, that are acquired
with the features extracted from the MQTT dataset.
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