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Abstract: Existing deep learning-based methods for detecting fake news are uninterpretable, and
they do not use external knowledge related to the news. As a result, the authors of the paper propose
a graph matching-based approach combined with external knowledge to detect fake news. The
approach focuses on extracting commonsense knowledge from news texts through knowledge extrac-
tion, extracting background knowledge related to news content from a commonsense knowledge
graph through entity extraction and entity disambiguation, using external knowledge as evidence for
news identification, and interpreting the final identification results through such evidence. To achieve
the identification of fake news containing commonsense errors, the algorithm uses random walks
graph matching and compares the commonsense knowledge embedded in the news content with the
relevant external knowledge in the commonsense knowledge graph. The news is then discriminated
as true or false based on the results of the comparative analysis. From the experimental results, the
method can achieve 91.07%, 85.00%, and 89.47% accuracy, precision, and recall rates, respectively, in
the task of identifying fake news containing commonsense errors.

Keywords: fake news detection; random walks; graph matching

1. Introduction

With the rapid development of the mobile internet, false news can have a huge
impact in a short period of time, so it is becoming increasingly challenging to identify
fake news effectively and accurately. In recent years, one common method is to store
external knowledge in a knowledge graph and combine external knowledge with fake
news detection. External knowledge usually contains rich semantic information and
objective facts. Using knowledge helps to understand the news content, and comparing the
news content with external knowledge can effectively judge the authenticity of the news.
Currently, existing methods that combine external knowledge with fake news detection
mainly use attention mechanisms to fuse external knowledge. Ref. [1] proposes a behavioral
model that can reduce the corresponding type of misinformation by identifying factors
that enhance users’ behavior in identifying fake news on social media. Ref. [2] proposes a
blockchain-based hybrid architecture for detecting and preventing false sensing activities
in mobile crowdsensing (MCS). Ref. [3] examines the relationship between exposure to and
trust in COVID-19 news and information sources and belief in COVID-19 myths and false
information, as well as critical verification practices before posting on social media. Ref. [4]
uses the Mel-frequency Cepstral Coefficients (MFCCs) technique to obtain the most useful
information from the audio while using machine learning and deep learning methods
to identify deeply falsified audio. Ref. [5] explores the effects of fake news on consumer
perceptions, attitudes, and behaviors. One method is to integrate visual and textual
information into text representation through attention mechanisms to help the model
understand the news text content [6]. Some methods use named entity recognition methods
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to align entities in the text with entities in the knowledge graph and use designed multi-
head attention methods to fuse news text information, entity information, and entity context
information to obtain semantically rich news text modeling [7]. Some methods use graph
neural networks to fuse external knowledge. Some methods construct a heterogeneous
information network that includes textual information, image information, and entity
information from the knowledge graph. They use Graph Convolutional Networks (GCN)
to fuse information from different modalities and obtain news representations that integrate
text information with external world knowledge and visual information [8]. However, these
methods directly integrate external knowledge into news content rather than comparing
external knowledge with news content. Although the representational learning ability
of deep learning can access the underlying spatial features of things, these features are
continuous vectors that are difficult for humans to understand, and humans can only
understand semantic scenes. At the same time, training inference using deep learning
methods takes longer than traditional methods and requires higher hardware requirements.

To address these challenges, this paper proposes a method for identifying fake news
based on the random walks graph matching algorithm [9]. Graph matching algorithms
come in many different types, among which a simple and effective method is using spec-
tral relaxation to approximate Integer Quadratic Programming (IQP) [10]. The method
computes the leading eigenvectors of symmetric nonnegative affinity matrices. Spectral
Matching (SM) ignores the integer constraints in the relaxation step and induces them by
greedy methods in the discrete step. Some methods extend SM to Spectral Matching with
Affine Constraints (SMAC) by introducing affine constraints in the spectral decomposition
that encodes one-to-one matching constraints [11]. The graph matching algorithm used
in this paper is related to the IQP formulation associated with the SM algorithm and the
SMAC algorithm, but the approach in this paper is from the perspective of random wan-
dering. In this paper, knowledge in the news is extracted through different methods of
knowledge extraction. The extracted knowledge is then compared with external knowledge
using the random walks graph matching algorithm to achieve an interpretable fake news
detection task.

The main contribution of this paper can be divided into three parts:

1. A method for extracting commonsense knowledge contained in news is proposed.
This method is based on the Lexical Analysis of Chinese (LAC) framework [12] and
the Universal Information Extraction (UIE) framework [13]. The extracted knowledge
serves as the basis for the subsequent use of graph matching algorithms for fake
news detection.

2. An interpretable model for fake news detection is proposed based on the random
walks graph matching algorithm. Using this algorithm, the commonsense knowledge
embedded in the news is compared with the relevant knowledge in the knowledge
graph. The truth or falsity of the news is determined by comparing the conflicts of
entities and attributes among the knowledge triads in the matching results. This
approach leads to an interpretable fake news detection method.

3. The proposed method is evaluated on a fake news dataset containing common-
sense errors. The experimental results demonstrate that our method outperforms the
baseline method.

2. Related Work
2.1. Graph Matching

Graph matching is a process of evaluating the similarity between two graphs. The
task of graph matching is to correspond the nodes in the two graphs one by one. This
task requires not only a high similarity of matched nodes but also a high similarity of
corresponding edges. There are two approaches to graph matching: exact and inexact
graph matching. Exact graph matching requires each node and corresponding edge to be
exactly matched with another graph with the highest similarity. On the other hand, inexact
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graph matching allows two graphs to be somewhat different but requires that the similarity
of nodes and edges be as high as possible.

Exact graph matching requires that each node and corresponding edge be exactly
matched with another graph with the highest similarity. However, this approach has
great limitations in the solution process, and there are few such cases in practical appli-
cations. As a result, there are few studies related to exact graph matching. On the other
hand, inexact graph matching transforms the problem into an optimization problem that
maximizes the sum of node similarity and edge similarity. This approach allows two
graphs to be somewhat different but requires that the similarity of nodes and edges be as
high as possible.

Spectral matching methods are based on the fact that the eigenvalues of a matrix
remain constant regardless of the arrangement of rows and columns [13]. This method
is usually effective, but it is more sensitive to noise [10]. One approach to spectral relax-
ation is to approximate Integer Quadratic Programming (IQP). The method computes the
leading eigenvectors of symmetric nonnegative affinity matrices. The Spectral Matching
(SM) technique ignores the integer constraints in the relaxation step and induces them by
greedy methods in the discrete step. Some methods extend SM to Spectral Matching with
Affine Constraints (SMAC) by introducing affine constraints in the spectral decomposition
that encodes one-to-one matching constraints [11]. Semidefinite programming (SDP) is
a general tool for solving combinatorial problems [14–16]. It relaxes the non-convex con-
straint to a new constraint, which is obtained through a winner-take-all strategy [16] or
a randomization algorithm [15]. However, in practical applications, it can be computa-
tionally costly. To address this issue, ref. [17] proposed a maximum likelihood estimation
method for the assignment matrix as a probabilistic interpretation of the spectral matching
algorithm. Ref. [18] uses a random walks-based approach inspired by PageRank. Ref. [19]
proposed a convex relative entropy error from probabilistic interpretation to the hypergraph
matching problem.

2.2. Knowledge Graph

A knowledge graph is designed to describe the entities that exist in the real world
and the relationships between them. Its initial purpose was to improve the capability of
search engines and the search quality and experience of users. With the development
and application of artificial intelligence, the knowledge graph has become one of the key
technologies and is widely used in news recommendation [20], fact-checking [21], and
intelligent Q&A [22]. Moreover, knowledge graphs can also be used for entity linking.
Instead of retrieving evidence directly from news content to detect fake news, some methods
use entity information extracted from entity links as auxiliary information to improve
prediction accuracy [23,24]. This motivates researchers to consider external knowledge to
improve detection capability.

3. Extraction of Commonsense Knowledge

Commonsense knowledge extraction is a process that extracts commonsense knowl-
edge units from a text. These knowledge units consist of three elements: entities, relation-
ships, and attributes. Based on these elements, a series of high-quality factual expressions
are formed, which lay the foundation for the construction of the upper pattern layer [25].

3.1. Bi-GRU Based Entity Extraction

Entity extraction [26] is to automatically identify named entities from a commonsense
text corpus. Since entities are the most basic elements in a knowledge graph, their extrac-
tion completeness, accuracy, recall rate, and so on will directly affect the quality of the
knowledge base. Therefore, entity extraction is the most basic and key step in knowledge
extraction. The entity extraction model used in this paper mainly adopts the Bi-GRU-CRF
architecture [12]. The specific details are described next.
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The network structure of the LAC model is shown in Figure 1. Bidirectional GRU
(Bi-GRU) is an extension of GRU, which is suitable for lexical analysis tasks with input as a
whole sentence. Reverse GRU combines with forward GRU to form a Bi-GRU layer. These
two GRUs accept the same input, but train in different directions, and connect their results
as output.
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In order to more effectively represent some functions and models’ variable-length
dependency relationships, two Bi-GRUs are stacked together in the LAC model to form a
deep network to improve representation ability. As shown in the model structure diagram,
a Conditional Random Field (CRF) [27] layer is used at the top of the GRU structure to
decode the final label sequence jointly. CRF is a discriminative probability model, which is
often used for tagging or analyzing sequence data. Its input is provided by a full connection
layer, which converts the output of the top Bi-GRU layer into an L-dimensional vector. L
represents the number of all possible labels. At the same time, hard constraints are applied
to the decoding process to emphasize the dependency relationship between the output
labels. Any sequence that does not conform to IOB2 transmission rules will not be accepted.

The LAC model takes the initial character sequence as the input of the model. Given a
character sequence {c1, c2 . . . , cT}, each character, ci, in the vocabulary, V, is projected to a
real-valued vector, e(ci), by looking up a table. Then, with the embedding of characters [28]
as input, a deep GRU neural network is built to learn the structural information of a given
sentence. The relevant formulas for the Bi-GRU layer are as follows:

ut = σg(Wuxxt + Wuhht−1 + bu) (1)

rt = σg(Wrxxt + Wrhht−1 + br) (2)

∼
ht = σc(Wcxxt + Wch(rt � ht−1) + bc) (3)

ht = (1− ut)� ht−1 + ut �
∼
ht (4)

� is the element-wise product of vectors, σg is the activation function, ut is the update
gate, rt is the reset gate, and σc is the activation function of the hidden layer.
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The CRF layer learns the conditional probability, p(y|h) , h = {h1, h2 . . . , hT} is the
representation sequence generated by the topmost Bi-GRU layer, and {y1, y2 . . . , yT} is the
label sequence.

The probability model of linear-chain CRF defines a conditional probability family,
p(y|h; t, s), over all possible label sequences, y given h, which has the following form:

p(y|h; t, s) =
∏T

i=1 ϕi(yi−1, yi, h)

∑y’∈γ(h) ∏T
i=1 ϕi(y’i−1, y’i, h)

(5)

and γ(h) represent all possible label sequences. ϕi(yi−1, yi, h) = exp(∑T
i=1 t(yi−1, yi, h) + s

(yi, h)). t is the transition probability from yi − 1 to yi given the input sequence h. s is the
output of a linear function implicitly defined by a fully connected layer, which transforms
the output of the topmost Bi-RNN at step i into a score for yi.

The CRF layer is trained using maximum conditional likelihood estimation, and the
log-likelihood is:

L(t, s) = ∑
i

log p(y|h; t, s) (6)

In the decoding process, we only need to search for a sequence that maximizes the
conditional probability P(y|h) in Y(h) by using the Viterbi algorithm:

y* = argmaxy∈γ(h)p(y|h) (7)

In the decoding process, constraints are imposed to ensure that the results conform to
the IOB2 format. At the same time, the label sequence needs to satisfy certain conditions:

1. The label of the first character of a sentence cannot be an I-tag.
2. The previous tag of each I-tag can only be a B-tag or an I-tag. For example, the tag

before “LOC-I” can only be “LOC-B” or “LOC-I”.

3.2. Template-Based Knowledge Extraction

Knowledge extraction is an important step in building large-scale knowledge graphs,
and it is an important technology for achieving the automated construction of large-scale
knowledge graphs. Its purpose is to extract knowledge from data from different sources
and structures and store it in knowledge graphs. Template-based knowledge extraction
has the advantages of high accuracy, strong flexibility, and applicability to specific domains
by defining extraction rules.

3.2.1. Knowledge Extraction Based on a Relational Word Dictionary

Template matching based on a relational word dictionary studies the sentence structure
patterns that often appear in news texts, abstracts them into a template, and matches them
by establishing a relational word dictionary.

The conceived general sentence structure pattern is p, which is usually composed
of three parts: n, r, and v, which correspond to entity 1, relation, and entity 2 in triad,
respectively. Among them, n and v need to have certain identification characteristics.
Then establish a dictionary of relational words for the relations that p can identify. Firstly,
the text is segmented, and then the relative words are screened out by using the AC
automaton algorithm, and finally the knowledge is extracted from the text according to the
identification rules in p. The process of knowledge extraction based on the relational word
dictionary template matching method is shown in Figure 2.

3.2.2. Knowledge Extraction Algorithm Process

Regular expressions are often used to retrieve content from text according to certain
rule patterns. With the help of artificially constructed regular expressions, information from
a text can be extracted. According to different entity feature structures, regular expression
extraction templates for different types of information can be efficiently constructed.
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In the process of knowledge extraction based on regular expressions, the focus is on
constructing regular expression templates and storing common sentence patterns as JSON
files using regular expressions constructed for text content matching. Part of a regular
expression template diagram is shown in Figure 3.

After the regular expression template is constructed, the input text is processed, and
the entities in the text are extracted using the Bi-GRU-based entity extraction method. Then
match with the regular expression template, extract and save the knowledge contained in
the text in the form of triples. The process of knowledge extraction based on the regular
expression template matching method is shown in Figure 4.

Appl. Sci. 2023, 13, x FOR PEER REVIEW 6 of 19 
 

3.2.2. Knowledge Extraction Algorithm Process  
Regular expressions are often used to retrieve content from text according to certain 

rule patterns. With the help of artificially constructed regular expressions, information 
from a text can be extracted. According to different entity feature structures, regular ex-
pression extraction templates for different types of information can be efficiently con-
structed. 

In the process of knowledge extraction based on regular expressions, the focus is on 
constructing regular expression templates and storing common sentence patterns as JSON 
files using regular expressions constructed for text content matching. Part of a regular ex-
pression template diagram is shown in Figure 3. 

After the regular expression template is constructed, the input text is processed, and 
the entities in the text are extracted using the Bi-GRU-based entity extraction method. 
Then match with the regular expression template, extract and save the knowledge con-
tained in the text in the form of triples. The process of knowledge extraction based on the 
regular expression template matching method is shown in Figure 4. 

 
Figure 2. Knowledge extraction process based on relational word dictionary. 

 
Figure 3. Illustration of regular expressions. 

Figure 2. Knowledge extraction process based on relational word dictionary.

Appl. Sci. 2023, 13, x FOR PEER REVIEW 6 of 19 
 

3.2.2. Knowledge Extraction Algorithm Process  
Regular expressions are often used to retrieve content from text according to certain 

rule patterns. With the help of artificially constructed regular expressions, information 
from a text can be extracted. According to different entity feature structures, regular ex-
pression extraction templates for different types of information can be efficiently con-
structed. 

In the process of knowledge extraction based on regular expressions, the focus is on 
constructing regular expression templates and storing common sentence patterns as JSON 
files using regular expressions constructed for text content matching. Part of a regular ex-
pression template diagram is shown in Figure 3. 

After the regular expression template is constructed, the input text is processed, and 
the entities in the text are extracted using the Bi-GRU-based entity extraction method. 
Then match with the regular expression template, extract and save the knowledge con-
tained in the text in the form of triples. The process of knowledge extraction based on the 
regular expression template matching method is shown in Figure 4. 

 
Figure 2. Knowledge extraction process based on relational word dictionary. 

 
Figure 3. Illustration of regular expressions. Figure 3. Illustration of regular expressions.



Appl. Sci. 2023, 13, 6680 7 of 19Appl. Sci. 2023, 13, x FOR PEER REVIEW 7 of 19 
 

 
Figure 4. Knowledge extraction process based on regular expression templates. 

3.3. Knowledge Extraction Based on UIE 
UIE (Universal Information Extraction) is a unified framework for general infor-

mation extraction that implements entity extraction, relation extraction, event extraction, 
sentiment analysis, and other tasks with a unified model, as shown in Figure 5. These 
different types of tasks are described and enable good transfer and generalization capa-
bilities between different tasks. 

 
Figure 5. (a) Comparison of different types of tasks, (b) a unified modeling schematic. 

Figure 4. Knowledge extraction process based on regular expression templates.

3.3. Knowledge Extraction Based on UIE

UIE (Universal Information Extraction) is a unified framework for general information
extraction that implements entity extraction, relation extraction, event extraction, sentiment
analysis, and other tasks with a unified model, as shown in Figure 5. These different types
of tasks are described and enable good transfer and generalization capabilities between
different tasks.
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UIE adapts to the target extraction by using a pattern-based prompt mechanism to
achieve large-scale text-structured extraction capabilities. In order to model different
structures of information extraction structures, a structural extraction language (SEL)
is used, which can effectively encode different information extraction structures into a
unified expression form. At the same time, a structural schema instructor (SSI), based on a
pattern prompt mechanism, is used to adaptively generate target structures for different
information extraction tasks.

Assuming that the input uses a predefined extraction pattern, s, and a piece of text,
x, s represents the extracted model, and x represents the source of text to be extracted.
The information extraction structure generation model is decomposed into two atomic
operations: locating (spotting) and associating (associating). SEL encodes different sources
of information extraction structures through spotting–associating structures. Each SEL
expression contains three types of semantic units: (1) Spot Name represents a specific piece
of information whose type spot name exists in the source text; (2) Asso Name represents that
there exists a specific piece of information in the source text that is related to the upper-layer
spot information in the structure; (3) Info Span represents the text block corresponding to
the specific identified or associated piece of information in the source text. No matter what
task it is, it can be expressed. For example, entity extraction can be viewed as locating the
entity type text blocks corresponding to mentions, and event extraction can be expressed as
finding trigger word text blocks with event types.

The structural schema instructor (SSI), based on a pattern-prompt mechanism, can
control what information we need to discover and its related information. According
to the UIE model structure diagram shown in Figure 6, the input y is composed of a
text sequence x and a structural schema instructor s; the output is the structured extract
language formalized: x = x1, x2, . . . , x|x| represents the text sequence; s = s1, s2, . . . , s|s|
represents the structural schema instructor; y = y1, y2, . . . , y|y| represents the SEL sequence
where y can be converted into extracted records after calculation s and x as shown in
formula (8).

s⊕ x =
[
s1, s2, . . . , s|s|, x1, . . . , x|x|

]
=
[
[spot], . . . [spot] . . . [asso], . . . [asso] . . . , [text], x1, .., x|x|

] (8)

From the above formula, we know special symbols ([spot], [asso], [text]) are added
before each Spot Name, Asso Name, and input text sequence template. All the tokens are
concatenated together and placed before the original text sequence. For the given original
texts, s, and mode indicator, x, UIE calculates a hidden vector for each token, as shown in
formula (9).

H = Encoder(s1, s2, . . . , s|s|, x1, . . . , x|x|) (9)

Here, Encoder indicates Transformer Encoder; then, UIE uses a self-regressive way to
decode input texts into linearized SEL, as shown in formula (10):

yi, hd
i = Decoder(

[
H; hd

1 , . . . , hd
i−1

]
) (10)

In the i-th step of decoding, UIE generates the i-th token yi in the SEL sequence and
the decoder state hd

i . Decoder() means Transformer Decoder, which is used to predict
the conditional probability of token yi. Finally, Decoder() completes the prediction when
the end symbol <eos> is output, and then converts the predicted SEL expression into
an extracted information record. Compared with other information extraction tasks, the
information extraction used in the UIE framework regards tags as natural language tokens,
while other models regard them as special symbols. Generating labels and structures
through linguistics can effectively transfer knowledge from individual pre-trained models.
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When using the UIE framework, a list of target query entities is first created through
filtering nodes from the Baidu Encyclopedia knowledge graph, and a corresponding
AC automaton model is built. After getting the text data and performing named entity
recognition, there are two ways to determine if the extracted entity is the target entity. One
is to find the target entity in the text directly by AC automaton.

The other method first converts the target entity list into a word vector table., then
compares the word vector of the extracted entity with the word vector of the target entity
to determine whether they have the same semantic meaning. If the extracted entity is in
the target entity list, then the entity is added to the subsequent process. In this way, the
fuzzy extraction of entities can be achieved, thus improving the generalization ability of
the model. After extracting the entity, the schema related to the entity is extracted from
the Baidu Encyclopedia Knowledge Graph. An example diagram of the schema in text
is shown in Figure 7. Then, the knowledge in the text can be extracted through the UIE
framework. The whole process is shown in Figure 8.
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4. Fake News Identification Based on Random Walk Graph Matching

Knowledge graphs contain a large amount of external knowledge, and external knowl-
edge contains rich semantic information, which can help us better understand news content.
At the same time, external knowledge contains many objective facts, which can be compared
with news content, thus identifying the falsehoods in fake news. This paper transforms
the problem of fake news identification into a problem of non-exact matching between
knowledge graphs about news and commonsense knowledge graphs. Then, according to
the matching results, entity attribute conflicts are calculated, and according to the conflict
situation, the news is identified as true or false [29]. In order to achieve non-exact matching
of knowledge graphs, a graph matching algorithm based on random walk is implemented
to solve the problem of knowledge graph matching [30].

4.1. Principle of Random Wandering Graph Matching Algorithm

Graph matching refers to using the similarity information of the graph structure to
find node matching (first-order matching) relationships or edge matching (second-order
matching) relationships between graph structures (as shown in Figure 9, nodes of the same
color indicate matching nodes.), which involves graph matching research in different fields
such as computer vision and pattern recognition [31].
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Because edges also contain information in knowledge graphs, this project needs to
consider both node matching and edge matching for graph matching. The similarity matrix,
W, is used to represent the matching relationship. The similarity matrix, W, contains
both first-order node similarity information and second-order edge similarity information,
as follows:

W =

wa1b1,a1b1 wa1b1,a1b2 · · ·
wa1b2,a1b1 wa1b2,a1b2 · · ·

...
...

. . .


In the problem shown in Figure 8, the scale of the similarity matrix is 16×16. The

diagonal elements of the similarity matrix contain node-to-node similarity information,
such as waibk ,aibk

, represents the similarity between node ai in graph a and node bk in graph
(b). Non-diagonal elements contain edge-to-edge similarity information, such as waibk ,ajbl

which represents the similarity between the edge composed of nodes ai and aj in graph a
and the edge composed of nodes bk and bl in graph (b). Based on the similarity matrix, W,
and match matrix, X,the problem of the graph match can be modeled as:

x* = arg max
(

xTWx
)

s.t. x ∈
[
0, 1]n

PnQ
(11)

to calculate the match result that maximizes the similarity. Mathematically, formula (11) is
an NP-hard quadratic assignment problem, which cannot find a global optimal solution
within polynomial time.

Random walk [32,33] is an efficient approximation algorithm for graph matching.
The random walk algorithm constructs several random walkers. The random walker is
initialized from a certain node, and then randomly visits an adjacent node of the current
node in each random walk step. There are two graphs waiting for matching in a problem
of a graph match, but random walk only performs on a single one. Therefore, the graph
matching problem has to be transformed into the form of a single graph–accompaniment
graph in order to apply the random walk algorithm to the graph matching problem. As
shown in Figure 10, consider the case of two nodes (1, 2) matching three nodes (a, b, c). The
two graph structures in (a) represent the original graph matching problem. The diagram
in (b) is the accompanying diagram. In the graph matching problem, the node-to-node
correspondence (orange dashed double arrows) translates to the nodes in the accompanying
diagram; for example, the matching relationship between node 1 and node a is transformed
into node 1a in the accompanying graph. The similarity information between sides (blue
dashed double arrows) is transformed into edges in the accompanying graph; for example,
the similarity between edge 12 and edge ab is transformed into the right edge 1a–2b in
the accompanying graph. The concomitant graph is an undirected weight graph, but, in
this project, it is designed as a directed graph because the knowledge graph data has the
distinction between entities and attributes. With the random walk algorithm, weights can
be computed for each node of the accompanying graph. The graph matching problem is
then transformed into the problem of finding the number of nodes with the maximum
weight in the accompanying graph [9].
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Figure 10. Graph matching schematic.

To facilitate uniform processing, absorbing nodes are added to the accompanying
graph so that the out-degree of all the other nodes is equal. To add additional matching
constraint information, the weight of each node is reassigned during the random wandering
(allowing jump wandering).

4.2. Algorithm Implementation
4.2.1. Overall Algorithm Implementation

Figure 11 shows the process of identifying fake news based on the graph matching
algorithm of random walks. Firstly, entities are extracted from the news text, and com-
monsense knowledge associated with the entities is extracted from the Baidu Encyclopedia
knowledge graph to construct a commonsense knowledge subgraph. Then, the similarity
matrix is calculated between the commonsense knowledge subgraph and the commonsense
knowledge graph extracted from the news, and the similarity matrix is constructed based
on the semantic similarity between the texts. Finally, the similarity matrix is input into the
random walks-based graph matching algorithm to obtain the matching results of the two
graphs. After obtaining the matching results, the semantic similarity between the matched
head nodes, edges, and tail nodes is calculated to determine whether there is a conflict. If
there is a conflict, the news is considered false, and an explanation is provided according to
the specific conflict type. The conflict types are divided into three categories: a head entity
conflict, a relationship conflict, and a tail entity conflict.
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4.2.2. Extraction of Commonsense Subgraph

The graph matching algorithm uses the similarity matrix of two graphs as input, and
the size of the similarity matrix is npnq × npnq, where np is the number of nodes in the
intelligence graph, and nq is the number of nodes in the commonsense graph. Too large a
commonsense knowledge map can lead to difficulties in calculating the similarity matrix.
Therefore, this project filters the relevant commonsense knowledge subgraph from the
commonsense knowledge graph by the extracted knowledge graph in order to facilitate the
construction of the similarity matrix [34].

The specific filtering strategy is as follows:

1. All the nodes in the extracted knowledge graph are treated as entities, the relation-
ships of the entity nodes are queried in the general knowledge graph, and all the
relationships and the nodes involved are recorded.

2. The nodes and relationships of records are deduplicated.
3. The entity and attribute nodes with the same value are merged, as is the relationship

of two nodes with the same value.
4. The processed nodes and relations are constructed as a commonsense knowledge subgraph.

4.2.3. Construction of Similarity Matrix

The similarity calculation criterion function in this project has two designs, a character-
based similarity calculation criterion function and a similarity calculation criterion function
based on the word vectors generated by the Ernie model. The character-based similarity
calculation criterion function uses the Sorensen–Dice similarity coefficient, which is a way
to calculate the similarity between simple sets, as shown in Equation (12).

s =
2|X ∩Y|
|X|+ |Y| (12)

where s is the similarity, X and Y denote the set of characters corresponding to the two
strings, and |X| denotes the number of characters in the set, X.

The character-based similarity calculation criterion function has the advantage of
being simple, intuitive, and fast, but it does not consider the semantic relationship between
strings. Therefore, we consider using the word vector generated by the Ernie model for the
similarity calculation, which outputs the input string as a 768-dimensional word vector,
after which we can calculate the similarity of two-word vectors. The common criterion
functions used to calculate the vector similarity are Euclidean distance and cosine similarity,
and it is found that the cosine similarity will output a similarity close to 1 for any two-string
word vectors.

The similarity matrix, W, contains both the first-order node similarity information and
the second-order edge similarity information. Each row and column in W represents a node
in the concomitant graph, and each column (row) from left (top) to right (bottom) in W
corresponds to the concomitant graph node composed of the first node in the intelligence
map, P, and the first node in the general knowledge graph, Q, the concomitant graph node
composed of the second node in the intelligence map, P, and the first node in the general
knowledge map, Q, as shown below:

W =

wa0b0,a0b0 wa0b0,a0b1 · · ·
wa0b1,a0b0 wa0b1,a0b1 · · ·

...
...

. . .


The diagonal elements of the similarity matrix contain the node-to-node similarity

information, such as W[i× np + j][i× np + j] denotes the similarity between node aj in the
intelligence map, P, and node bi in the commonsense knowledge map, Q. Its index in the
matrix is wajbi ,al bk

, where np is the number of nodes in intelligence map P. The non-diagonal
elements contain the similarity information between edges, such as wajbi ,al bk

, denotes the
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similarity between the edges composed of nodes aj and al in the intelligence map, P, and
the edges composed of nodes bi and bk in the commonsense knowledge map, Q. Its index
in the matrix is W[i× np + j][k× np + l].

4.2.4. Reasoning Explanation of Identification Results

The white-box inference technique employs knowledge graph matching technology
to reason and identify authenticity. This approach can directly uncover the reasons for
detecting forged intelligence and differences in entity attributes.

The algorithm based on random walks graph matching matches the commonsense
knowledge embedded in the news content with the relevant commonsense knowledge in
the knowledge graph of the Baidu Encyclopedia. It then calculates the entity or attribute
conflicts between them, based on the matching results between the commonsense knowl-
edge graph extracted from the news and the commonsense knowledge subgraph of the
Baidu Encyclopedia. By analyzing the cases of conflict, the fake news is identified and
interpreted accordingly, and the conflicts are divided into head node conflict, edge conflict,
and tail node conflict. The flow of inference and interpretation is shown in Figure 12.
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5. Experiment and Analysis
5.1. Experimental Result Comparison Analysis

The experimental environment is based on the Windows operating system; the de-
velopment language is Python and Cypher; the knowledge extraction model framework
uses the UIE framework; the entity extraction model framework uses the LAC framework.
The experimental data mainly comes from relevant news crawled from the Internet using
crawler scripts, as well as various fake news rumor websites, and also uses fake news
generated based on Ernie.
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The LAC model consists of two Bi-GRU layers consisting of two forward GRUs and
two reverse GRUs, and the hidden layer has a dimension of 256. The weight matrix in each
layer of the model is first initialized randomly. For the Bi-GRU layer, sigmoid is used as the
gating activation function, and tan h is used as the activation function of the hidden layer.
During the model training, parameter optimization is performed using stochastic gradient
descent. The learning rate of the base is 1e-3. The learning rate of the embedding layer is
5e-3. The size of the batch size is set to 250.

5.2. Experimental Result Comparison Analysis

The fake news detection task dataset used in this paper mainly has two parts: obtained
by crawling various fake news websites and news websites using crawlers and obtained by
using a fake news generation method based on Ernie, finally obtaining a fake news dataset
with 40,000 entries.

At present, most methods for fake news detection are based on deep learning; although
deep learning’s representation learning ability can obtain objects’ underlying spatial fea-
tures, these features are obtained through a black box and are a continuous vector; humans
cannot understand them at all. At the same time, most deep learning methods only rely
on contextual relationships in news text for identification, without fully utilizing common-
sense knowledge contained in the news text. In response to these problems, a comparative
experiment was designed based on the interpretability of the method, and the three graph
matching methods of RRWM, SM, and SMAC were compared.. The algorithm based on
random wandering graph matching used in this paper is also compared with several
benchmark methods, namely SVM-TS, CNN, EANN, and GRU. The evaluation metrics
used in this experiment are accuracy, precision, and recall.

The example used in the experiments is described below: “On Nov. 10, local time, the
U.S. Department of Defense announced another $400 million worth of military assistance
to Ukraine to meet its critical security and defense needs. According to the statement,
the assistance program includes weapons such as the Hawk air defense missile. The
Hawk air defense missiles, which cost up to $250,000 each to develop, have an effective
range of 41 km and can be used for medium-range, low- and medium-altitude defense.
Since President Biden took office, the U.S. has pledged more than $19.3 billion in military
assistance to Ukraine.” According to the knowledge extraction method introduced in the
previous section, the background knowledge triads extracted from them are: [‘United
States’, ‘President’, ‘Biden’], [‘Biden’, ‘Nationality’, ‘United States’], [‘“Hawk” anti-aircraft
missile’, ‘Effective range’, ‘41 km’], [‘“Hawk” anti-aircraft missile’, ‘Development cost’,
‘$250,000′]. According to the analysis based on the matching results, the news mentions
that the development cost of the Hawk anti-aircraft missile is USD300,000, which conflicts
with the knowledge in the commonsense knowledge graph, so the news is considered to be
fake news, and the error lies in the fact that the development cost of the Hawk anti-aircraft
missile does not match the actual one. Thus, the interpretable recognition of false news
texts is completed.

From the experimental results in Table 1, it can be seen that the effect of the RRWM
algorithm is better than the SM algorithm and the SMAC algorithm in terms of the eval-
uation indexes such as accuracy, correctness, and recall. This is because in the RRWM
algorithm, compared with the SM algorithm and SMAC algorithm, additional matching
constraint information is added in each step of the random wandering, and the weight
of each node is reassigned during the random wandering, which makes the matching
accuracy significantly improved.

According to the experimental results in Table 2, it can be seen that the fake news
recognition method based on the random wandering graph matching algorithm used in this
experiment outperforms several benchmark methods based on deep learning in terms of
accuracy, correctness, and recall while possessing interpretability and being understandable
to humans. CNNs outperform SVM-TS because they can only analyze the local semantics
of the news text and cannot fully exploit the features of the full text of the news, sequences



Appl. Sci. 2023, 13, 6680 16 of 19

of words with different lengths, and cannot better consider the global semantics. The fake
news recognition method based on the random wandering graph matching algorithm
extracts the commonsense knowledge contained in the news text, and, by comparing it
with the commonsense knowledge map of the Baidu Encyclopedia, it can more effectively
identify the knowledge that does not conform to commonsense in the news, and thus has
good recognition ability.

Table 1. Comparison results of graph matching algorithms.

Matching Algorithm RRWM SM SMAC

Accuracy 91.07% 82.14% 78.57%
Precision 86.36% 76.47% 68.75%

Recall 90.48% 68.42% 61.11%

Table 2. Comparison results of fake news identification methods.

Method Accuracy Precision Recall

SVM-TS 63.12% 63.29% 63.01%
CNN 71.12% 71.30% 71.12%
GRU 79.27% 81.39% 79.27%

RRWM 91.07% 85.00% 89.47%

For the ablation experiments, the Ernie-based text similarity comparison module is
used in the knowledge extraction process, and the module serves to fuzzy match the entities
extracted from the news text and the target entities to enhance the ability of knowledge
extraction from the text. Meanwhile, in the process of graph matching the background
knowledge graph and the general knowledge graph extracted from the news text using
the random walk-based graph matching algorithm for the two knowledge graphs, the
Ernie-based text similarity matching module is utilized in constructing the similarity matrix
to improve the generalization performance of the graph matching results by using text
fuzzy matching. In order to verify the effectiveness of the two-part text similarity matching
module in this experiment, an ablation experiment is designed to compare and analyze the
results in terms of accuracy, correctness, and recall before and after removing the two-part
semantic matching module.

The experimental results are shown in Table 3. From the experimental results in the
figure, we can see that using the Ernie-based text similarity comparison module to calculate
the similarity of entities in the process of knowledge extraction and graph matching
can effectively improve the experimental results. When the module is not added, the
accuracy of the model is 80.36%, and the correct rate is 83.33%. After adding this module
in the knowledge extraction part, the accuracy of the model increased to 83.93%, and
the correctness rate increased to 84.21%. By adding this module to the graph matching
process, the model accuracy increased to 83.93%, and the correctness increased to 85.71%.
When both modules were added simultaneously, the accuracy and correctness increased to
91.07% and 86.36%, respectively. Thus, it can be learned that the Ernie-based text similarity
comparison module can effectively improve the generalization performance of the model
after adding knowledge extraction and graph matching, and thus improve the effectiveness
of the model.

Table 3. Results of ablation experiments.

Model Accuracy Precision Recall

No semantic matching model 80.36% 83.33% 65.22%
Knowledge extraction with semantic matching 83.93% 84.21% 72.73%

Graph matching with semantic matching 87.50% 85.71% 81.82%
Semantic matching is added to both parts 91.07% 86.36% 90.48%
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6. Conclusions

The existing deep learning-based fake news identification methods can obtain the
underlying spatial features of news, but these features are obtained through a black box
and are a continuous vector that humans simply cannot understand; humans can only
understand the semantic scenarios, which have the problem of poor interpretability. Mean-
while, the existing methods of combining external knowledge for fake news detection exist
only to directly integrate external knowledge into news content without considering the
comparison between external knowledge and news content. In this paper, on the one hand,
we extract the commonsense knowledge background knowledge contained in the news
through knowledge extraction technology and form the news background knowledge map.
On the other hand, based on the graph matching algorithm of random walk, the extracted
news background knowledge map and the knowledge map of the Baidu Encyclopedia are
subjected to graph matching, and the knowledge in the news knowledge map is judged
to be consistent with the knowledge in the knowledge map of the Baidu Encyclopedia
through the analysis and processing of the matching results; then, the truth or falsity of the
news is judged.

Although the method proposed in this paper can compare and analyze the common-
sense knowledge contained in the news text with the Baidu Encyclopedia commonsense
knowledge graph to determine the truthfulness of the news, there are still shortcomings
in that the method is not able to identify errors in the news text when they are non-
commonsense knowledge errors. The graph matching algorithm used in this paper can
only use second-order graph structure information. Therefore, we will consider using a
super-graph matching algorithm to perform graph matching, so that higher-order graph
structure information can be utilized, and false news identification can be performed more
accurately and efficiently. Methods to solve these problems will be investigated in more
depth in subsequent work.
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