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Abstract

:

Featured Application


This study can be further extended to determine the ability of artificial intelligence to classify professional skills and success in cognitive task solutions according to EEG data.




Abstract


A high level of mathematical education is often associated with high effectiveness in solving cognitive problems and professional success. It is known that cognitive processes are accompanied by specific bioelectric activity in the brain and success in mathematical education as a behavioral phenotype is also reflected in EEG both during mental activity and at rest. This study tested the potential to distinguish volunteers with an advanced level of education in mathematics (AM) from individuals with a basic level of education in mathematics (BM) based on the frequency parameters of the resting-state electroencephalogram (EEG) recorded before the start of cognitive tasks. Further, the volunteers were divided into two groups, highly successful and moderately successful, according to their task-solving performance. The Light Gradient Boosting Machine learning algorithm was used for cross-subject classification based on the power spectral density of seven EEG frequency bands. It most accurately recognized and differentiated EEG of highly successful from highly successful BM subjects. The results indicate that success in solving tasks in combination with a high level of education in mathematics can be reflected in or predicted by the specific rhythmic activity of the brain at rest.
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1. Introduction


Mathematical skills are inherent in all people and are closely related to wages and professional success [1,2]. Those who had difficulty acquiring math skills during their school years are at greater risk of developing a lifelong learning disability and economic failure as adults [3,4]. Mathematical competencies, on the other hand, lead to higher education, especially in the field of engineering, and directly contribute to a career, therefore being critical for academic and professional success [3]. Many studies have focused on the neurophysiological correlates of various aspects of mathematical cognition, including the development of mathematical skills [5,6,7,8,9]. One functional magnetic resonance imaging (fMRI) paper examined the topography of functional brain activation, particularly in mathematics professionals [10]. We have also reported that the electroencephalography (EEG) spectral pattern differed between specialists in mathematics and specialists in the humanities [11]; and different EEG patterns were induced by solving verbal and mathematic tasks that made it possible to classify subject-specific EEG [12]. However, while most studies focused on specific EEG patterns [5,9,11] and/or specific brain regions [7,8,10] playing crucial roles in mathematical cognition, only a few explored EEG features in terms of classification of individual cognitive albitites or their prediction in samples of neurotypical populations [13]. A powerful approach for early detection of cognitive abilities could be EEG classification using specific EEG pattern recognition by machine learning algorithms [14].



A promising area of research is the search for correlates of the behavioral phenotype and resting-state EEG. The spectral power of resting-state EEG frequency bands demonstrated a higher heritability in a large cohort in twin studies [15,16]. Moreover, some frequency patterns of spontaneous brain oscillations correlated with specific genotypes in healthy aging [17]. In parallel, fMRI studies showed that individual spontaneous neural activity at rest is correlated with functionally active networks and cognitive performance suggesting that patterns of resting-state activity could be explored as endophenotypes of cognitive abilities [18,19]. EEG studies also reported the predictive power of resting-state EEG patterns, for example, connectivity for attention performance [20] and spectral power for insight [21].



Resting-state EEG activity is related to various cognitive functions and could be inherited together with cognitive albitites, we assumed that success in mathematical education as a behavioral phenotype can also be reflected in resting EEG. While neuroscience applies machine learning models to different classification aims including functional state recognition, imagery movement, and brain disorder detection [22,23,24,25], the success use of subject-data-independent models remains challenging. Even in the case of significant statistical differences obtained by t- or f-statistic based permutation tests [26], the non-stationarity of EEG signals, various artifacts and the high variability between individuals lead to difficulties in training robust models [22]. Mathematical proficiency associated with both inherited and acquired cognitive skills can serve as a reliable and predictable individual trait for testing cross-subject classification algorithms of machine learning using the oscillatory patters of resting-state EEG.



In this study, we focused on the application of machine learning algorithms to detect specific frequency patterns of resting-state EEG in volunteers with an advanced level of education in mathematics (AM) and to distinguish them from individuals with a basic level of education in mathematics (BM). The level of education in the field of mathematics served as a criterion for inclusion in the AM group if the volunteers either, entered and successfully continued their education in leading national higher educational institutions or have professional activities that require daily advanced mathematical skills. Further, the volunteers were divided into the groups, highly successful (HS) and moderately successful (MS), according to their cognitive task-solving performance. In this current study, we used the cluster permutation test and machine learning approach to detect rhythmic patterns in the resting-state EEG, specific to individuals from the AM group or related to successful performance in cognitive task-solving.



In this study, we applied the Light Gradient Boosting Machine (lightGBM) learning algorithm for cross-subject classification of the level of education based on the power spectral density (PSD) of seven resting-state EEG frequency bands. One of the main novelties of GBM is that it can be used for both regression and classification problems, and it can handle a variety of loss functions such as mean squared error, mean absolute error and binary cross-entropy. GBM is also known for its ability to handle missing data and outliers, and it can be applied to high-dimensional data with a large number of features. Another key advantage of GBM is that it can automatically handle feature selection and feature engineering, making it a powerful and flexible tool for many machine learning applications [27]. To increase the interpretation of the classification results from a neuroscience perspective, the Shapley Additive Explanations (SHAP) approach was used to retrieve the average contribution of a feature: differences in PSD of the frequency band at specific electrodes. One common application of SHAP values is in the interpretation of black-box models, such as neural networks or gradient boosting machines, which are difficult to interpret using traditional methods. By using SHAP values, it is possible to gain insight into the factors that drive the model’s predictions and to identify potential areas for improvement or refinement [28].



The main purpose of this study was to show the fundamental possibility to successfully perform cross-subject classification of individuals with different levels of education in mathematics based on their resting-state EEG patterns.




2. Materials and Methods


2.1. Participants


This study involved 27 healthy right-handed volunteers. Participants were recruited through social media after completing an online questionnaire on neurological and psychiatric disorders. The questionnaire included issues related to clinical status, year of higher education, the specialty of higher education, place of work and availability of classes for in-depth study of mathematics in a secondary school and/or higher education institution. All participants were native speakers of the Russian language and were students in at least the third year or graduates of state educational universities in the specialties of technical mathematics or the humanities. Subjects with incomplete higher education were university students (third year and above) continuing their education in the field of mathematics or the humanities. We proceeded from the fact that students of mathematical specialties, as well as graduates of relevant educational programs, have developed the mathematical abilities necessary for admission to technical universities. At the same time, according to self-reports from the subjects, students of technical specialties showed early mathematical abilities and additionally studied mathematics at school. On the contrary, in the BM group, we classified the subjects by the survey since they had never studied additional mathematics, had not been involved in specialized mathematical classes and did not notice a corresponding personal inclination. One volunteer’s data were excluded from the analysis due to EEG abnormalities. The final sample included 26 participants (age 25.7 ± 4.49 years, range 19–38 years; 12 women, 14 men) divided into two groups: the AM group (12 students or professionals in mathematics, engineering or computer science) and the BM group (14 students or professionals in the arts or humanities) (Table 1).




2.2. Experimental Design


Participants were seated comfortably in a soundproof room at 1 m from a 19-inch square monitor. During recording of resting-state EEG participants were instructed to sit calmly with their eyes open. After a 5-min recording of EEG, participants were asked to solve mental tasks, giving equal importance to accuracy and the shortest solution time. Tasks were displayed in gray in the center of a black screen, the size of letters and numbers was the same for all tasks. We presented three types of tasks in pseudo-random order: 60 verbal tasks (anagrams of 5–6 letter words), 60 tasks for complex mental arithmetic including two-digit multiplication and 60 logical tasks to continue arithmetic sequences (Table 2). The trial consisted of instructions for the task (2 s), a fixation cross (0.5 s), the task (<40 s), and a black screen during the participant’s response (4 s) (Figure 1). Table 1 illustrates examples of the tasks.



The tasks were presented with a duration limited to 40 s. Participants clicked the left button of the PC mouse when they were ready to respond. If no answer was given within 40 s, the task was considered unsolved and new trial started. Correctness (CA) and decision time (DT) was recorded. DT was calculated from the start of the task to the participant’s response. Additional breaks were given every 20 to 30 min or at the request of the participant. The whole experiment usually lasted 2 to 2.5 h. Behavioral data were used to divide participants into groups according to their efficiency: the highly successful (HS) group whose mean DT for correctly answered tasks was below the median (n = 13; age 25.38 ± 5.06 years, range 19–38 years; 8 men, 8 AM) and the moderately successful (MS) group with mean DT above the median (n = 13; age 26.08 ± 4.6 years, range 20–37 years; 6 men, 4 AM). Further, based on the efficiency criteria, we ranked participants inside the AM (n = 12; age 27 ± 5.36 years; 9 men, 7 HS) and BM (n = 14; age 24.6 ± 4.47 years; 5 men, 6 HS) groups. Aiming to find out whether the classification results depended on how successful subjects were at task-solving we performed cross-subject classification of the six most successful participants from the AM group (SAM) against the most successful participants from the BM group (SBM), and vice versa: the six least successful participants from the AM group (LAM) and the six least successful participants from the BM group (LBM) (Table 1).




2.3. EEG Recording and Preprocessing


Resting-state EEG was recorded from 128 channels (Geodesic Sensor Nets Inc., Eugene, OR, USA) with a 0.1 Hz–70 Hz band-pass analog filter, 50 Hz-notch filter, 1000 Hz sampling rate, and online re-reference at the vertex (channel Cz) using Net Station 4.5.1 software (Electrical Geodesics, Inc. (EGI), Eugene, OR, USA). The electrodes were placed using a 10-10 system. Impedance was kept below 50 KΩ. Further, EEG data were downsampled to 250 Hz. Then, EEG data were re-referenced offline to an average of all 128 channels. Epochs with low signal-to-noise ratio (SNR) were rejected using minimum and maximum peak-to-peak amplitudes.



Electrooculogram (EOG) artifacts were removed using independent component analysis (ICA) and the corresponding EOG channels after high-pass filtering with a cutoff frequency of 1 Hz (ICA is sensitive to low-frequency drifts), then a band-pass filter of 3–25 Hz was applied. Thirty-six EEG channels with high muscle artifacts exceeding an absolute voltage threshold of 140 μV and EOG channels were discarded from further analysis (the excluded channels were: E8, E14, E17, E21, E25, E43, E44, E48, E49, E56, E57, E63, E64, E65, E68, E69, E73, E74, E81, E82, E88, E89, E90, E94, E95, E99, E100, E107, E113, E114, E119, E120, E125, E126, E127, and E128).



Continuous recordings of resting-state EEG were segmented into 2 s epochs without overlapping. PSD values for each epoch were estimated using the multitaper method, which calculates spectral density for orthogonal tapers, then averages the values together for each channel. Individual PSD values were averaged over each of seven frequency bands: θ1 (theta1): 4–6 Hz, θ2 (theta2): 6–8 Hz, α1 (alpha1): 8–10 Hz, α2 (alpha2): 10–12 Hz, β1 (beta1): 12–16 Hz, β2 (beta2): 16–20 Hz, and β3 (beta3): 20–24 Hz. Relative power equal to the power in each frequency band divided by the total power were used as features for classification and the permutation cluster test. The feature space was X ∈ RN×K, where K is the number of frequency bands and n is the number of EEG channels.




2.4. Statistical Analysis of the Behavioral Data


Gender and age differences were compared between the groups using the Mann–Whitney U-test for non-parametric samples. Since the distribution for the remaining behavioral parameters was close to normal (according to the Shapiro–Wilcoxon test p > 0.09), Mixed model ANOVA with between-effect of groups and within-effect of tasks was applied for two types of groups: BM/AM and HS/MS and three types of tasks. All significant differences, according to ANOVA, were verified using a post-hoc Tukey test.




2.5. Cluster-Based Permutation Test


A cluster-based permutation test was used to examine differences in PSD between groups in each channel and frequency band. Two-sided T-statistics were calculated according to recommendations [26] with a threshold = 6 and correction for multiple comparisons using n = 1024 permutations and cluster-level correction based on spatial bias. Cluster-based permutation testing is a statistical method used for hypothesis testing in neuroimaging, where the goal is to identify regions of the brain that show significant differences in activity between experimental conditions or groups. This is a non-parametric method that does not rely on assumptions about the distribution of the data, making it a flexible and powerful tool for analyzing complex data. The cluster-based permutation test works by randomly permuting the labels of the data many times and calculating the test statistic for each permutation. The observed cluster-level statistic was then compared to the null distribution of the test statistic to determine its significance. If the observed cluster-level statistic is higher than a certain threshold based on the null distribution, the null hypothesis is rejected, and the cluster is deemed to be significant. Cluster-based permutation testing is a powerful method for identifying regions of the brain that show significant differences in activity between experimental conditions or groups. It is particularly useful in neuroimaging, where the data are often high-dimensional and complex, making traditional statistical methods difficult to apply [26].




2.6. Machine Learning Algorithm for Classification of EEG Patterns


Using the Light Gradient Boosting Machine (LightGMB) method and PSD features, we performed cross-subject group classification to recognize the group type to which the individual EEG data belonged. Light GBM is an advanced pipeline based on a decision tree algorithm with one partition per leaf. Gradient Boosting Machines (GBM), is a machine learning technique that involves the iterative training of decision trees. In GBM, decision trees are trained sequentially to improve the performance of the model by reducing the error of the previous tree. The algorithm works by calculating the gradient of the loss function with respect to the output of the previous tree and using this gradient to adjust the parameters of the next tree. Light GBM hyperparameter simulations were performed using cross-validation grid analysis. For subject-independent classification of the group of participants, epochs were labeled according to the group to which the subject belongs. EEG epochs of two participants, which were selected from different groups, were used for the test set. The validation set picked EEG epochs of another two participants also from different groups. Both sets were selected randomly. EEG epochs of other subjects were utilized for training. This process was repeated ten times, creating ten different folds for group classifications. The balanced accuracy (BA), receiver operating characteristic (ROC) curve, and area under the curve (AUC) were used to assess the performance of LightGMB. The Mann–Whitney U-test was applied for statistical comparison of classification performance in different comparisons.



The Shapley Additive Explanations (SHAP) approach was used for the interpretation of the classification results and to retrieve the average contribution of a feature among all possible coalitions [28]. SHAP values are a model-agnostic method for explaining the output of any machine learning model. The SHAP approach is based on game theory and provides a way to estimate the contribution of each feature to the final prediction made by the model. The basic idea behind SHAP values is to calculate the expected value of the model output when a certain feature is included in the model, compared to the expected value of the model output when the feature is not included. This is completed by calculating the average prediction for all possible combinations of features, and then computing the difference between the average prediction with and without the feature of interest. This difference represents the contribution of that feature to the model prediction. The SHAP value for a given feature can be thought of as the average marginal contribution of that feature across all possible feature subsets. This means that SHAP values capture not only the main effect of a feature, but also its interactions with other features. SHAP values provide several advantages over other methods for explaining machine learning models. First, they are model-agnostic, meaning that they can be applied to any type of model, including deep learning models and ensemble models. Second, they provide a local explanation for each individual prediction, which can be helpful for understanding the factors that influence a specific outcome. Finally, SHAP values can be used to compare the importance of different features in the model, which can be useful for feature selection or feature engineering [28].





3. Results


3.1. Behavioral Performance


There were neither differences in gender nor age between the mathematical group and the humanitarian group, nor between the highly successful group and the moderately successful group. Further, there were no statistical differences between the AM and BM groups in any parameter of the effectiveness of problem-solving. The HS and MS groups, as expected, differed from each other in DT and CA without the effect of tasks. According to DT: F(1, 22) = 37.74, ηr2 = 0.63, 1 − β = 0.99, p < 0.00003 and to CA: F(1, 22) = 7.75, ηr2 = 0.26, 1 − β = 0.76, p < 0.01, the participants of the HS group coped significantly better (Table 3).




3.2. Group Differences and Cross-Subject Group Classification


The permutation cluster test did not show significant differences in the PSD of resting-state EEG between the HS and MS groups nor between the AM and BM groups.



The BA of cross-subject classification of two different types of comparisons (M vs. BM and HS vs. MS) was almost random. Intrasubject classification BA for LAM and LBM was below chance: BA = 0.36 ± 0.24, AUC = 0.28 ± 0.31. Only the classification of SAM and SBM subjects was successful: BA = 0.7 ± 0.23, AUC = 0.75 ± 0.24. The results of LAM versus LBM and SAM versus SBM are depicted in Figure 2.



Figure 3 illustrates SHAP values of feature contributions and their topography, and the ROC–AUC for SAM and SBM classification.



The SHAP approach yielded information about the contributions of all features to the classification. PSD of the high theta, alpha, and beta frequency bands at specific electrodes had a significant impact on the correct recognition of the classes (SAM or SBM). Figure 4 illustrates the 30 most important features (out of 600 in total) for the classification according to SHAP values and localizations of sensors.



The SHAP feature values indicate the following differences in PSD of resting-state EEG and their distribution over the scalp, which played a substantial role in the classification performance: theta1 band in the left temporal lobe; theta2 in the temporal and left prefrontal cortex; alpha1 in the left junction of central and temporal areas, above the right prefrontal and right parietal regions; alpha2 band in the left temporal lobe; beta1 band in the prefrontal region; left frontal area, central parietal area, and dorsolateral frontal areas; beta2 in the bilateral junctions of the frontal and temporal regions, and above the right frontal lobe; and beta3 predominantly in the bilateral anterior frontal regions, central areas, and right dorsolateral cortex.





4. Discussion


This study tested the possibility of distinguishing volunteers with an advanced level of education in mathematics from individuals with a basic level of education in mathematics based on the frequency parameters of the resting-state EEG recorded before the start of cognitive tasks. Additionally, the volunteers were divided into groups of highly successful and moderately successful according to their task-solving performance. The Light Gradient Boosting Machine Learning algorithm was used for cross-subject classification based on the power spectral density of seven EEG frequency bands. The classification accuracy was about or below the chance level in recognition of classes depending on the education or success in task-solving. The subject-specific EEG was accurately classified (>70%) only for classes of individuals with advanced math education and participants with basic math education who showed the most successful performance in task-solving (a high rate of correct answers with quick decision time).



It is known that EEG signals vary greatly not only from person to person but even from session to session [29]. The high inter and intrasubject variability of EEG impedes the effective transfer of features obtained by machine learning models from one person’s data to another that is required for cross-subject EEG classification [22,30]. Several studies attempted to perform cross-subject individual classification where test and training EEG samples belonged to different individuals. A cross-subject classifier based on common special pattern recognition was developed to separate two mental states with an accuracy of up to 75.30%: the emotion of happiness and the imagination of movement [23]. In 2021, [22] the ability of artificial neural networks to produce cross-subject classification of fatigue with high performance, up to 91.63%, was reported. Unlike previous studies, our results firstly demonstrate the possibility to recognize individuals with specific education based on their resting-state EEG oscillatory patterns. At the example of classes labeled depending on specific education and performance in cognitive task-solving, this current study showed the possibility to perform rather successful cross-subject classification and perspectives for further research in this direction.



We did not find any differences between the AM and BM groups either by cluster permutation test or by a machine learning approach when we used the resting-state EEG data of all participants. Moreover, a classification model failed to distinguish resting-state EEG of individuals who showed worse performance in task-solving. However, light GBM showed good accuracy in labeling the data of the AM and BM group participants only with high/successful performance in task-solving (6 SAM and 6 SBM). The average accuracy and AUC were above chance for 4 folds out of 6 (Figure 2), which gave a mean ROC–AUC higher than 0.73. We may hypothesize that higher performance in task-solving resulted from more focused attention, mental concentration, and motivation that could be reflected in the brain rhythmic activity in the resting-state as well. Wherein patterns of this brain activity differed in individuals with advanced math education and without it sufficiently for the machine learning model to distinguish EEG of subjects from AM and BM groups.



The obtained results are partially consistent with previous findings showing differences in the spectral power of the theta rhythm between AM and BM groups [11]. In this study, a group statistical comparison did not show any between-group difference in resting-state EEG. Despite the absence of significant group differences in the PSD of resting-state EEG in this study, SHAP values interpret the significant impact of features of the light GLM results of cross-subject classification to lie in the frontal midline theta band. The frontal midline theta rhythm is usually associated with executive control functions [31] and complex cognitive activity [32]. Event-related theta rhythm power showed a positive association with polygenic scores of educational attainments in a large twin/family sample (n = 4893) [33].



SHAP value analysis estimated almost all central frontal regions in the beta3 band (20–24 Hz) and to a lesser extent in the other beta ranges as very important features for classification. Similarly to the frontal midline theta, the beta rhythm in the frontal areas is closely related to the processes of executive control and working memory [34,35]. A study by Rogala et al. 2020 [20] also showed that the beta band power (22–29 Hz) of the resting-state EEG correlated with the strength of frontoparietal connectivity and subsequent behavioral performance.



However, we cannot claim that the EEG patterns revealed by lightGBM and estimated by SHAP analysis specifically reflect mathematical education. Rather, we would like to draw attention to the interpretive methods of machine learning models for studying the cognitive functions of the brain, as well as to the possibility and prospects of inter-subject EEG classification. The small sample size should be noted as a limitation of the current study. The sample size was probably sufficient to test the performance of the classifier but not enough to make reliable psychophysiological statements.




5. Conclusions


In the current study light GBM was used to perform cross-subject classification of EEG of individuals with different levels of education in mathematics with high accuracy despite the high individual variability of brain electrical patterns of resting-state EEG. This result implies that individuals with specific education and similarly high cognitive engagement in the subsequent task performance, might have common resting-sate EEG patterns. Using the SHAP approach we found that the most significant patterns ensuring the successful classification of resting-state EEG correspond to differences in theta and beta ranges, located mainly in the frontal and central areas of the brain. The results indicate that success in solving tasks in combination with a high level of education in mathematics can be reflected or predicted by the specific rhythmic activity of the brain at rest. Summing up, we can assume that the patterns of rhythmic activity of the brain are associated with specific cognitive skills acquired in the process of education.
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Figure 1. Timeline of trial presentation with an example of an arithmetic task. * represents the fixation image. 
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Figure 2. Results of the cross-subject classification: the left panel shows the least successful individuals with an advanced level of education in mathematics versus the least successful individuals with a basic level of education in mathematics; the right panel shows the most successful individuals with an advanced level of education in mathematics versus the most successful individuals with a basic level of mathematics. The Y-axis represents values of balanced accuracy of classification (blue bars) and values of the area under the curve (pink bars). The black line is the chance level. 
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Figure 3. Classification of resting-state EEG belonging to the most successful participants with advanced math skills (SAM) versus resting-state EEG belonging to the most successful participants with basic math skills (SBM): (a) Mean Shapley Additive Explanations (SHAP) values for power spectral density (PSD) feature contributions and their locations in the sensor space for six frequency bands; the color bar reflects that the more intensive yellow-white color corresponds to greater contribution of this feature in the classification accuracy; (b) receiver operating characteristics area under curve (ROC–AUC) illustrates the probability of true positive rate against false positive rate in recognition of two classes for cross-subject classification of SAM versus SBM subject pairs restrings-state EEG (six different folds are reflected in different colors and the bold blue line corresponds to mean ROC–AUC based on PSD). The dashed red line corresponds to the chance level to distinguish SAM versus SBM subject EEG, the gray area shows 1 standard deviation of ROC probability. 
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Figure 4. The thirty mean Shapley Additive Explanations (SHAP) values for power spectral density (PSD) features, which had the most significant impact on the accuracy of resting-state EEG belonging to the most successful participants with advanced math skills (SAM) versus resting-state EEG belonging to the most successful participants with basic math skills (SBM): (a) top 30 highest SHAP values for frequency bands/electrodes; (b) electrode positions with the top 30 highest SHAP feature values. 
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Table 1. Social-demographic data for the studied groups (DT—decision time).
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	Group/Social-Demographic Status
	Total, n
	Male, n
	Age, Mean ± StDev
	AM, n
	BM, n





	AM
	12
	9
	27.00 ± 5.36
	-
	-



	BM
	14
	5
	24.64 ± 4.47
	-
	-



	HS: DT < median
	13
	9
	25.15 ± 5.16
	7
	6



	MS: DT > median
	13
	5
	26.31 ± 4.85
	5
	8



	SAM: DT < median in AM group
	6
	5
	23.83 ± 4.17
	-
	-



	SBM: DT < median in BM group
	6
	3
	24.33 ± 3.27
	-
	-



	LAM: DT > median in AM group
	6
	4
	30.17 ± 4.67
	-
	-



	LBM: DT > median in BM group
	6
	2
	22.50 ± 1.97
	-
	-







Acronyms for the groups: AM—advanced math, BM—basic math, HS—highly successful, MS—moderately successful, SAM—the most successful participants from the AM group, SBM—the most successful participants from the BM group, LAM—the least successful participants from the AM group, LBM—the most successful participants from the BM group.
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Table 2. Examples of three types of cognitive tasks.






Table 2. Examples of three types of cognitive tasks.





	
Task Group

	
Task Specification

	
Example

	
Number of Tasks






	
Verbal

	
Five-letters anagrams

	
O E S G O (goose)

	
30




	
Six-letters anagrams

	
R L O F E D (folder)

	
30




	
Arithmetic

	
Addition

	
44 + 66 + 12 + 7

	
12




	
Subtraction

	
6435−4846

	
12




	
Multiplication

	
27 × 9 + 5 × 6

	
24




	
Fraction

	
7/12–4/10

	
12




	
Logical

	
Arithmetic sequences

	
93; 82; 41; 30; 15

	
60
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Table 3. Averaged results (mean ± standard deviation) of behavioral performance (CA—correct answers in % and DT—decision time) for the studied groups.
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Group

	
Verbal

	
Arithmetic

	
Logical




	
CA

	
DT

	
CA

	
DT

	
CA

	
DT






	
AM

	
78.19 ± 11.16

	
11.59 ± 3.80

	
78.61 ± 10.51

	
18.83 ± 3.79

	
77.22 ± 17.40

	
15.75 ± 4.45




	
BM

	
76.19 ± 13.28

	
12.14 ± 4.50

	
65.71 ± 17.57

	
22.71 ± 4.16

	
69.64 ± 21.01

	
18.21 ± 3.53




	
HS

	
49.77 ± 5.33

	
9.58 ± 3.40

	
49.15 ± 4.58

	
17.04 ± 2.85

	
49.00 ± 9.30

	
12.80 ± 2.06




	
MS

	
42.77 ± 7.46

	
13.67 ± 3.30

	
36.85 ± 9.28

	
22.35 ± 2.38

	
38.77 ± 11,83

	
18.23 ± 2.28




	
SAM

	
50.33 ± 5.39

	
9.66 ±4.09

	
50.33 ± 5.65

	
15.49 ± 2.43

	
49.00 ± 12.95

	
11.42 ± 1.61




	
SBM

	
50.50 ± 5.09

	
8.92 ± 2.85

	
48.17 ± 3.92

	
18.44 ± 2.86

	
49.83 ± 5.85

	
14.15 ± 1.74




	
LAM

	
43.50 ± 6.44

	
13.11 ± 2.69

	
44.00 ± 5.62

	
20.43 ± 2.32

	
43.67 ± 7.42

	
17.01 ± 3.76




	
LBM

	
38.67 ± 5.79

	
15.34 ± 2.87

	
32.50 ± 10.44

	
23.50 ± 2.43

	
32.50 ± 13.69

	
18.81 ± 1.17








Acronyms for the groups: AM—advanced math, BM—basic math, HS—highly successful, MS—moderately successful, SAM—the most successful participants from the AM group, SBM—the most successful participants from the BM group, LAM—the least successful participants from the AM group, LBM—the most successful participants from the BM group. Numbers highlighted in bold differed significantly for the HS and MS group.
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