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Abstract: Automation Studio, a specialised simulation software, offers virtual commissioning capabil-
ities and robust tools for modelling the behaviour and performance of a pneumatic robot controlled
by a PLC. Conversely, Unity is a versatile platform primarily used for creating high-quality 3D games
and interactive simulations, providing immersive experiences with DTs through mixed-reality en-
vironments. This paper provides a study that compares and contrasts the simulation power of
Automation Studio and the immersive capabilities of Unity in the context of developing digital twins
for a mechatronic system. This research explores how these complementary approaches enhance the
development, validation, understanding, and interaction with digital twins. By examining both plat-
forms in this context, the article provides valuable insights for engineers, developers, and researchers
looking to create digital twins for mechatronic systems, but not only. This study demonstrates the
potential of leveraging the combined power of simulation and immersive capabilities to improve
the interaction between the real robotic arm manipulator cylindrical type and its digital twin in
different scenarios, using an OPC approach for mirroring. The combination of Automation Studio
and Unity provides a powerful platform for applied science education in the field of the digital twin
of mechatronic systems.

Keywords: digital twin; mechatronic system; virtual commissioning; mixed reality; cyber-physical
system

1. Introduction

Industry 4.0 is a new reality of the modern economy because innovation and tech-
nological development play important roles in all organisations. As the first industrial
revolution improved the operation of manufacturing industries, the second one intro-
duced electricity into the industry, the third automated the uniform tasks of line work-
ers, and the fourth aimed at improving information management and decision making.
Cyber-physical systems (CPS), the Internet of Things (IoT), the Internet of Service (IoS),
and smart factories are the four main pillars of Industry 4.0 [1]. These components work
together to create highly automated and efficient production environments. Seven design
principles further define Industry 4.0: interoperability, virtualisation, decentralisation,
real-time capability, service orientation, modularity, cost reduction, and efficiency [2]. All
components of the industrial network have a flawless connection thanks to interoperability.
Decentralisation spreads decision-making and control, while virtualisation makes it possi-
ble to represent real assets digitally. Rapid adaptation to shifting circumstances is made
possible by real-time capabilities, whereas service orientation emphasises the integration of
modular, reusable services. Developing systems with easily interchangeable components
is called modularity. Cost reduction and efficiency are focused on optimising industrial
operations to increase productivity and profitability while minimising waste and resource
consumption. Smart manufacturing systems can improve process efficiency, reduce down-
time, and enhance supply chain management by leveraging evolutive technologies such as
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IIoT, AI, big data analytics, additive manufacturing, distributed ledgers, cloud computing,
and robotics. By integrating the latest technologies into their operations, organisations can
reduce costs, increase productivity, and enhance sustainability, all while delivering high-
quality products and services to customers. Businesses may develop highly automated,
interconnected, and effective smart manufacturing systems by implementing Industry 4.0
ideas and technology. Organisations must undergo this change to be competitive in a
world market that is always changing. Businesses may provide value to consumers and
shareholders while fostering sustainable economic growth by utilising the most recent
digital technology to enhance operations and achieve long-term success.

To define the term I4.0 only through one word, this is digitalisation. The concept of
“digitalisation” alludes to our society’s greater reliance on automation, networked, and web-
enabled technology [3]. The main technology pushing digital transformation across all
industries, and not only, is called digital twin (DT), representing a concept associated
with cyber–physical integration. The DT concept came to life in 2002 at the University of
Michigan when Prof. Grieves introduced, during a PLM course, the concept of virtual
space that was equivalent to a physical product and with a bidirectional communication
channel between these two spaces [4]. Presently, there are several different definitions of a
digital twin [5–10]. Nonetheless, the essence of all of them stays with the initial concept of
a mirrored spaces model with bridges of communication between the physical world and
the virtual world, and the conceptual model is presented in Figure 1.

Figure 1. Conceptual model of the digital twin.

Despite the DT philosophy and model proposed in 2002, its application remained
limited in the first decade for various reasons [11]. During this time, another concept
associated with integrating CPS made significant progress, and CPS was hailed as a main
pillar of Industry 4.0. Some perspectives view DT as a subset of CPS, [12]; however, no-
table differences exist. Introduced in 2006, CPS primarily functions as a scientific category,
addressing complex systems that traditional IT terminology could not sufficiently describe.
CPS represents a profound integration of computation, networking, and physical pro-
cesses. Embedded computers and networks monitor and control the physical processes,
with feedback loops where physical processes affect computations and vice versa. In con-
trast, a digital twin (DT) is a high-fidelity virtual model that mirrors a physical entity. A DT
simulates the physical entity’s behaviour in a virtual environment by utilising real-time
data, allowing system performance monitoring, prediction, and optimisation.

To underscore this distinction, consider a traffic monitoring and control system. In the
CPS context, this system involves surveillance cameras, traffic sensors, traffic lights, and em-
bedded computers communicating with each other to adjust the traffic flow based on
real-time road conditions. On the other hand, a DT for the same system would be a de-
tailed virtual model of the traffic network, replicating the real-world situation in real-time
based on data collected from sensors and cameras. While CPS and DT aim to integrate the
physical and digital worlds, their functions and applications differ. CPS focuses on the real-
time monitoring and control of physical systems using computational processes, while DT
centres around virtual modelling and simulation. Even though CPS and DT share the goal
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of bridging the gap between the physical and digital domains, their primary distinction lies
in their categorisation. As a scientific category, CPS focuses on integrating computational
and physical processes. Conversely, as an engineering category, DT emphasises using a
digital copy of a physical system for real-time optimisation. This difference influences their
respective roles and applications in industrial practices, with DTs being more prevalently
used for enhancing precision and management.

Let us consider another example—a wind turbine system to illustrate these differences.
In the CPS context, integrated sensors and controllers within the wind turbine system
continuously measure variables such as wind speed, blade position, and power output.
These data are then processed to adjust the turbine’s blade position and other operational
parameters to optimise the real-time power output. On the other hand, a DT of the same
wind turbine would be a virtual model that uses real-time input data from the CPS to
simulate the turbine’s operation in a virtual environment. Engineers can use this model
to anticipate and plan maintenance, assess the impact of different weather scenarios on
turbine performance, and test new control strategies or equipment configurations in a safe
and controlled environment.

These examples illustrate how CPS and DT complement each other to maximise the
efficiency and reliability of modern industrial systems. While both technologies allow for
greater integration between the physical and digital worlds, they approach this task from
different perspectives and with various tools, proving their immense value in the era of
Industry 4.0. manufacturing; their symbiosis promises a leap forward in the efficiency,
flexibility, and intelligence of production systems.

1.1. DT Applications and Benefits

DTs are more commonly used in applied sciences due to their practical applications
and direct implementation in various industries [8,13]:

• Manufacturing—used to improve production efficiency, reduce downtime, optimise
the flow of materials and resources, and enhance product quality;

• Aerospace—utilised for monitoring, weight measuring, the exact specification of
climatic factors, flying time measurement, and fault diagnosis in aircraft;

• Automotive—used to simulate the behaviour of various components and systems,
allowing for the early detection of potential problems and reducing the need for
physical prototyping. Nowadays, it can be used to develop autonomous vehicles
and support the development of new technologies such as electric powertrains and
advanced driver assistance systems;

• Agriculture—enables farmers to create virtual representations of their crops, allowing
for the real-time monitoring and optimisation of growth and yield;

• Healthcare—utilised to model and simulate the human body. Doctors can test various
therapies and forecast outcomes before actually providing them by creating a virtual
clone of the patient;

• Construction—allows architects and engineers to create virtual representations of
buildings, which can be used to identify potential problems and optimise performance
before construction even begins;

• Energy—used to simulate and optimise power generation and distribution systems;
• Education—allows for the creation of holographic replicas of actual things and systems,

resulting in a more engaging and participatory learning environment for actual native
digital students.

DTs have experienced significant growth in recent years, both conceptually and prac-
tically. As DTs evolve, they are expected to create a “cyber-physical continuum” that
blurs the distinction between the virtual and the real [14,15]. With the introduction of
autonomous decision-making, the applications of DTs will only continue to grow, creating
new opportunities for innovation and progress.

DT technology has many advantages to offer enterprises, including increased relia-
bility, productivity, reduced risk, lower maintenance costs, faster production, and better
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customer service. DT also creates new business opportunities and provides insights into
product performance throughout its lifecycle. When looking at the DT benefits, it is pos-
sible to see that this technology positively impacts several aspects of the manufacturing
industry and the supply chain as a whole. Some of the benefits of introducing digital
twinning technologies within the company include improved and the research, design,
and development of new products and services, greater process efficiency and productivity,
reduced waste, increased supply chain visibility, and more efficient unit-level traceability,
reduced risk of counterfeit and adulterations, and increased product safety [16]. Access to
more data about a product’s journey to the end user and customer information is also a
significant benefit of DT technology.

1.2. DT Adoption in Romania

The range of DTs’ applicability has expanded from the product design stage to the
production, operation, and service stages, garnering considerable interest from academics
and businesses alike.

DT technology is in the early stages of adoption in Romania, but its potential applica-
tions are being explored in various industries. Examples include implementing DT-based
smart city components in a few cities; DT applications in automotive manufacturing started
from robotic applications and utility companies, especially from the energy and healthcare
sectors. The adoption of DT technology in Romania is being facilitated by the participation
of representatives from major universities and the uptake of DT research themes from
variousindustries [17–20]. In addition, university involvement in digital transformation
hubs promotes the widespread adoption of DTs in the Romanian environment [21,22]. This
engagement by the academic community and collaboration with digital transformation
initiatives create opportunities for the wider adoption of DTs in Romania. On the other
hand, the development of the IT industry in Romania has created the conditions for the
opening of subsidiaries of multinational companies involved in software development and
the implementation of the DT concept in different sectors, as well as local companies that
integrate DT in special near-robot applications from the manufacturing industry.

1.3. Synergy between DT, Virtual Commissioning, and Mixed Reality

Digital twin is a key technology for improved industrial performance, as it integrates
or merges with many other technologies from the Industry 4.0 paradigm. These include
IIoT, big data and analytics, artificial intelligence, cloud computing, virtual commissioning,
modelling and simulation, extended reality, and autonomous robots, as depicted in Figure 2.
The particular technology employed in digital twin technology varies based on the nature
of the application and its specifications.

The research presents a systematic approach combining digital twin technology
with VC to optimise the design and operation of a cylindrical robot while incorporat-
ing mixed reality for seamless interaction with the real robot and its hologram. This
synergy facilitates real-time adjustments, enhancing the system’s overall performance and
minimising the need for physical prototyping. Furthermore, this integrated solution stream-
lines the development process, enabling students and engineers to identify potential issues,
validate control algorithms, and test various scenarios in a secure virtual space before the
actual implementation. Additionally, this synergy emphasises a multidisciplinary approach
encompassing the robot’s design, functionality, and performance, addressing challenges
that may arise in diverse working scenarios.
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Figure 2. Synergy between DT and other components of Industry 4.0.

This paper’s organisation is as follows: Section 2 covers DT and VC applications in
robotics, software tools for DT implementation, and the role of XR technologies, particularly
MR, in data accessibility and analysis. Section 3 overviews the development workflow for
a 3DoF pneumatic cylindrical robot’s DT application. Section 4 presents the implementation
and validation of a digital twin in AS environment. Section 5 presents the implementation
of the same robot in Unity and facilities a holographic approach. Section 6 presents the
comparative advantages of both implementations. Section 7 comes with a few conclusions
and directions for future research.

2. Related Work

DTs can improve design, production, operation, maintenance, training, and end-of-life
administration over the whole lifecycle of a component or system, and [23] provides a
comprehensive list of the applications of the digital twin classification throughout the
lifecycle. This paper demonstrates that most digital twin applications and use cases belong
to “development” or “operations” categories. The second is the main application area,
and the function of the digital twin for both cycles received almost no consideration to
present DevOps. Considering this gap, the current work is positioned precisely in this area
because it includes the VC area after the creation of the virtual model of the robot. Applica-
tions in mechatronic systems represent an important category in scientific papers which
present VC and DTs. Combining mechatronic components, control software, and digital
technologies such as VC and DTs can help enterprises optimise their operations [24–26].

The application of DTs and VC in robotics provides significant benefits in terms of
cost savings, improved performance, and streamlined development processes. These
advantages have led to the rapid adoption of DTs and VC technologies in the robotics field,
making it a top area of interest for both industries and researchers [27–30].

Regarding software platforms and tools available for DT implementation in different
architectures, industry and academia have different choices due to the distinct needs
and goals [31]. While academia favours more adaptable and configurable tools to serve
a wide range of research topics (Matlab, LabView, Automation Studio, Ciros, Ansys,
Unity, V-REP, Gazebo), the industry often looks for comprehensive, scalable solutions
that can be quickly integrated into existing systems (Siemens PLM Software, FastSuite-2,
Dassault’s 3D experience, PTC’s ThingWorx, AVEVA’s digital twin, GE’s Predix, RoboDK,
CoppeliaSim, VisualComponents, Emulate3D) [1,10,23,28,32].

The huge volume of data around DTs can be difficult for non-expert users to evaluate
and analyse. In order to increase the accessibility and usability of the data produced by DTs,
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XR technologies are used to bridge the gap between the virtual and real worlds. The poten-
tial of combining the strengths of DT and XR (specifically MR, [33]) to create more efficient
and effective approaches for various applications, such as design, operation, maintenance,
and training, was recognised by industries and researchers, which led to the beginning
of the strong connection between these technologies. The benefits of leveraging mixed
reality as an effective front–end for digital twin models in a more intuitive, immersive,
and interactive manner are presented in [34–38].

In the specialised literature, there appears to be a lack of research exploring the
combined approach of implementing digital twins using both Automation Studio and Unity.

3. Materials and Methods

The development workflow of the case study DT application for a 3DoF cylindrical
robot type (or RPP robot, which contains three linkages and three joints—one revolute joint
that rotates about the base, and two prismatic joints), as presented in Figure 3, is based
on three main elements: (1) 3D asset creation; (2) DT and VC application development—
the ecosystem around AS; and (3) DT and MR application development—the ecosystem
around Unity. The interactions between architectural components, physical and cyber
layers, are a part of the DT approach and are realised through the OPC approach, which is
usually used in horizontal and vertical communication automation processes because it
provides semantic interoperability for all layers.

Figure 3. The development workflow of the project.



Appl. Sci. 2023, 13, 6463 7 of 28

3DoF Pneumatic Cylindrical Robot

For activities requiring repetitive, accurate motions in a constrained environment, such
as pick-and-place operations, assembly tasks, or simple welding tasks, a 3DoF pneumatic
cylindrical robot is well suited. The RPP configuration implies that the robot has one revo-
lute joint followed by two prismatic joints. In a pneumatic cylindrical robot, all movements
are executed through pneumatic actuators. These actuators convert compressed air into
mechanical energy, providing a fast and responsive actuation method. The robot’s joints
are powered by these actuators, allowing it to perform various tasks within its cylindrical
workspace. This robot, as depicted in Figure 4a, is an educational setup from Tech-Con
Lab—Department of Automatic Control and Applied Informatics from TUIASI—and used
by students to learn about the principles and operation of pneumatic systems, control
algorithms, and robotic kinematics.

(a)

(b)

(c)
Figure 4. The real RPP robot configuration: (a) the real 3DoF pneumatic robot; (b) the pneumatic
circuit diagram of the robot; and (c) the PLC of the robot.

The following pneumatic actuators power the robot’s joints:

1. Revolute joint (R): a pneumatic rotary actuator—called L/R—(model ARP 055) is used
to execute the rotation of the base joint. It allows the robot arm to rotate horizontally
at a maximum of 90◦, panning within the cylindrical workspace;

2. Prismatic joint 1 (P1): a pneumatic linear actuator used to control the vertical motion
of the robot arm—is called U/D. This actuator extends or retracts to raise or lower the
arm within the workspace. The model is 41M2P080A0200, a magnetic double action
cylinder with Ø80 mm and 200 mm strokes.

3. Prismatic joint 2 (P2): another pneumatic cylinder used to control the robot arm’s
radial motion is F/B. This actuator extends or retracts to adjust the robot’s reach
within the cylindrical space. The model is 60M6L063A040, a magnetic bidirectional
cylinder with Ø63 mm and 400 mm stroke. It is a bidirectional cylinder because
one end contains EOAT—180◦ angular gripper model CGSN-25 and the other has a
counterweight to ensure smooth movement.

The control device for the robot is implemented with a PLC model XBC-DR30SU,
which is a compact PLC offering a variety of input and output (I/O) options and communi-
cation capabilities. The PLC receives input signals from various sensors (inductive limit
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switches for L/R pneumatic rotary actuator and gripper, ultrasonic sensors for the U/D
cylinder and magnetic sensors for the F/B cylinder). The PLC sends output signals to the
solenoid valves with electric commands and the external servo pilot, causing the robot’s
joints to move and perform the desired tasks. The rotary actuator uses a bistable valve 5/3
with a central position closed model 338D-015-02 with coils voltage of 24 V DC—which
receives the command directly from the PLC output. For the F/B cylinder and gripper
valves, monostable solenoid valves 5/2 model 358-015 are used. Control in position for the
U/D cylinder is necessary to use a valve 2X3/2 NC model 338D-015-02 and a proportional
solenoid valve 2/2 way NC model 21A2KCV15-10 connected to a controller +Smart.

4. Implementation and Validation DT in AS Ecosystem

One of the challenges in using modelling and simulation software, particularly when
employing high-level modelling approaches with predefined elements from internal li-
braries, is the limitation imposed on customisation and flexibility. It is the case with industry
applications for building DT models. This becomes evident when a low-level modelling
approach is required, which involves building new components or mechatronic systems
using CAD data and focusing on assembly and functional interactions between various
elements. This is the case for the project from this paper developed in AS (a physics-based
modelling and simulation tool with workshops such as pneumatic, hydraulic, electrical,
and control), where the analytical and dynamic behaviour of the entire model can pro-
vide significant added value for a pneumatic mechatronic system. The process follows a
V-diagram, as shown in Figure 5, starting from requirements powerfully linked with the
tasks of the pneumatic robot from physical space up to the validation and optimisation of
DT through the VC approach.

Figure 5. V-model of implementation in AS—reinterpreted from [1].

The 3D model is changed into a simulation model as the first step towards obtaining
a digital twin. To accomplish this, 3D models (with an .igs extension) must be imported
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into the AS—3D workshop. After, it is necessary to define the required rigid and collision
bodies and create the type of displacement for each joint—Figure 6a.

(a) (b)

Figure 6. The implementation of first prismatic cylinder (U/D) in AS for two approaches:
(a) the screenshot from the 3D editor workshop where the constraints and the displacement were
defined; and (b) the screenshot from the pneumatic workshop to customise parameters similar to a
real cylinder.

Virtual commissioning can be performed using software-in-the-loop simulation (SIL)
or hardware-in-the-loop simulation (HIL). The role of a PLC in the digital twin model
is two-fold: it provides real-time data to the digital model and allows for the virtual
testing and optimisation of control system logic, notably streamlining the process of virtual
commissioning. The PLC simulator from AS is used in the SIL simulation to control the
virtual robot. The PLC program is checked and runs in a real PLC linked to the virtual
robot developed in AS, which runs on the PC during the HIL simulation. Because the
model of PLC is not included in the PLC library from AS, it is necessary to work with a
generic PLC that closely matches the specifications of a real PLC from an I/O point of view.
The communication configuration between the real PLC and the AS environment uses an
OPC server to establish the connection, as presented in Figure 3. Setting up the OPC server
software on the computer required configuring communication settings (PLC IP address,
communication protocol, and port number) and adding the desired PLC tags/variables to
the OPC server.

The realistic behaviour of a DT developed in AS can be attributed to the comprehensive
pneumatic workshop offered within the software. This workshop facilitates the creation
and simulation of complex pneumatic systems by providing an extensive library of pre-
built components, accurate physics modelling, parameter customisation, and the ability to
integrate with other domains such as electrical, hydraulic, and control systems.

Detailed models of pneumatic systems can be created using the pneumatic workshop
to accurately represent the real-world behaviour. The customisation of various parameters
ensures that the digital twin closely matches the characteristics of the physical components.
At the same time, powerful simulation and analysis tools enable the visualisation, issue
detection, and optimisation of the system’s performance.

To have increased this project’s complexity in the implementation of the virtual com-
missioning, the cylinder that lifts the robot chassis (U/D cylinder) was controlled in position
because a pneumatic cylinder in a specific position is less usual than the simple extension
and retraction control. It is assumed that the pressure drops across the piston are small
compared with the supply pressure and may be neglected. Thus, the input for the block
diagram of the cylinder is the airflow, and the output is the cylinder stroke, Figure 7.
Equation (1) presents the relation between the volumetric flow rate (q(t)), piston surface
(A), and the rod’s velocity ẋ(t):

q(t) = Aẋ(t), (1)

from where the cylinder position results from Equation (2):

x(t) =
1
A

∫
q(t) dt, (2)
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In AS, a servo pneumatic system was implemented for the physical behaviour of the
U/D cylinder, with the main goal of accurately controlling the position of the cylinder’s
rod. The proportional valve is responsible for managing the airflow exhausted from the
cylinder. It allows one to make precise adjustments to the cylinder’s motion by varying
the airflow according to the control signal from the feedback controller. The process
begins when the controller receives a desired setpoint for the position of the cylinder’s rod.
The ultrasonic position sensor continuously measures the actual position of the rod and
sends this information back to the controller.

The controller calculates the error between the desired setpoint and the actual position,
using this information to generate a control signal to adjust the proportional valve. As the
proportional valve adjusts the airflow exhausted from the cylinder based on the control
signal, the cylinder’s rod moves towards the desired position. The position sensor keeps
providing feedback to the controller, ensuring that the system maintains a closed-loop
control configuration. This enables the servo pneumatic system to combine the benefits of
a pneumatic, such as high force and robust components, with the precision and accuracy of
a closed-loop control system.

(a)
(b)

Figure 7. The cylinder (U/D) for two approaches: (a) the pneumatic diagram for positioning cylinder
in AS; and (b) displacement of cylinder for different position references.

The hardware system utilised for conducting the HiL simulation consists of several
components, presented in Figure 3. A host computer is included, which runs the DT
of the 3DoF robot in an AS environment which the real PLC conducts. The mechanism
behind the communication between the mechatronic digital twin and the real PLC is an
OPC server. OPC is a popular industrial communication protocol that permits data trans-
mission and compatibility between automation devices and software programs. In this
setup, the OPC server (KEPServerEX) links the digital twin and the real PLC in this con-
figuration. Regardless of the implementation specifics or communication protocols the
two components use, it offers a common interface that enables seamless communication.
KEPServerEX facilitates M2M communications by enabling connections between data
values from PLC and AS [39]. The choice of communication protocol is decisive to the
successful operation of a DT. The chosen protocol must be well suited to the system’s
specific requirements, including the network infrastructure, PLC compatibility, real-time
performance requirements, etc. Given its robustness and real-time performance, the OPC is
an excellent choice for many DT applications, especially mechatronic applications.

Employing an OPC server establishes a vital communication bridge between the
digital twin of the mechatronic system and the real-world PLC. Firstly, the OPC server
builds a connection with the PLC, enabling a two-way communication pathway. This
pathway facilitates the transmission of various data types, encompassing status indicators,
sensor-derived measurements, and control commands. The OPC server adeptly converts
data originating from the PLC into a format compatible with and readily interpretable by
the digital twin. This conversion mechanism accommodates the diversity of data formats
and protocols potentially employed by different PLCs, thereby establishing a universal
communication language. Subsequently, the OPC server orchestrates the data transfer
to the digital twin. Through this exchange, the digital twin becomes a mirror, accurately
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reflecting the state of the real-world mechatronic system. Furthermore, the OPC server
also relays control directives from the digital twin to the PLC, effectively empowering the
digital twin to guide the operational state of the real system. The OPC server diligently
ensures rapid data delivery to the digital twin, thereby maintaining congruence between
the digital twin and the real system. Hence, the OPC server’s role is pivotal in simplifying
and streamlining the communication and data translation processes between the digital
twin and the PLC. By adhering to the OPC standard, the server guarantees seamless
interfacing capabilities with any compliant system. This results in the more efficient, flexible,
and robust development and utilisation of digital twins across diverse mechatronic systems.

In the project, communication with the PLC model XBC-DR30SU occurs via an Ether-
net communication module, specifically the EMTA configured as a Modbus TCP server.
The process involves creating a generic channel (because the model of PLC is not in the
standard library of KEPServerEX and adding the device connected through its IP address.
Initially, all inputs and outputs are defined in the server (Figure 8a, and subsequently,
they are set up in the client within AS. AS has the capability to connect to an OPC Server,
which simplifies the process of pairing OPC tags with sensors and solenoid valves from the
virtual model (Figure 8b). The DT can effectively communicate with the real-world PLC by
establishing this connection. This simulation makes it easy to understand the impact of
different parameters (flows, pressures from pneumatic circuit) in the behaviour robot to
make the finest adjustments to synchronise the robot 1:1 with its DT. In a pneumatic system,
the flow rate significantly affects the speed at which the pneumatic cylinder operates.
A higher flow rate means more air can fill the cylinder per unit of time, resulting in faster
cylinder actuation and vice versa.

(a) (b)

Figure 8. Configuration of the OPC mechanism: (a) the screenshot from the KEPServerEX—defining
the OPC server; and (b) the screenshot from the AS—the OPC client linked with the variable from DT.

To ensure that the DT of the pneumatic robot accurately replicates the real-world
system, its behaviour must be validated. The validation process entails a series of steps
that compare the DT’s performance with that of the actual system, ensuring that the DT
effectively represents the real-world system’s behaviour. In the industrial domain, the ac-
curacy of a DT is of paramount importance, often even more so than in academia. This
is because industries rely on DTs to make informed decisions regarding optimisation,
control strategies, predictive maintenance, training and safety, and last but not least, cus-
tomisation and personalisation. All these things have significant financial, operational,
and safety implications.

A Systematic Approach Validation Process for DT

A systematic approach validation process for DT involves several interconnected
stages that work together to improve the DT’s accuracy and reliability:

• Establish performance metrics—it is important to establish key performance indica-
tors (KPIs) for the modelled system and prioritise them based on their significance for
the specific application. This prioritisation helps focus the validation process on the
most critical aspects of the system’s performance.

• Set-up working scenarios—this step involves defining the working scenarios. A
bottom–up approach can be employed, starting with the individual components
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of the robot and progressing towards the entire system. This method ensures a
comprehensive understanding of the system at each level of complexity.

• Running scenarios for the pair: the robot and its DT—the defined scenarios are run
for both the robot and its DT, and the performance metrics are recorded. This step
provides valuable data about the behaviour of the DT under different conditions,
which can be compared with the real-world system performance.

• Comparative analysis between the real robot’s behaviour and that of the DT—by
examining the differences in performance metrics, areas of discrepancy and improve-
ment can be identified. The DT can be considered validated if the discrepancies are
within acceptable tolerances. Otherwise, it is necessary to take the next step.

• Calibration and adjustments of the DT—adjust the parameters and settings of the
DT to match the real-world system. This may include tuning the pneumatic actu-
ator’s characteristics, control logic, and environmental conditions. By performing
multiple iterations, the parameters are adjusted until the DT accurately represents
the real system’s behaviour.

• Resumption of tests from the third step—once the DT has been recalibrated, the work-
ing scenarios are run again with the updated values. This step validates the changes
made during recalibration and ensures that the DT more closely represents
the real system.

• Iterate and improve—in this last stage, the validation of the DT is understood, as is
continuously updating the DT with new data from the real system and adjusting its
parameters accordingly, ensuring that the DT remains a reliable and effective represen-
tation of the real system. This iterative process is vital for the DT to remain a valuable
tool for the design, simulation, optimisation, and control strategy testing tasks.

Employing this systematic approach streamlines the validation process for the DT
pneumatic robot, ensuring its accurate representation of the real-world system and en-
hancing its efficacy in design, simulation, and optimisation tasks. Although the validation
model has been specifically applied to a pneumatic robot, it can be generalised to accom-
modate other mechatronic systems with the DTs created in diverse software platforms
that encompass physical properties while allowing access to the analytical and dynamic
aspects. This versatility expands the scope of the validation process, making it applicable
to a diverse array of mechatronic systems featuring DTs.

The sequence corresponding to the graph depicted in Figure 9 was carried out at the
macro level for both the robot and its DT.

The robot returns to its homing point when the user presses the “Start” button. In the
home pose configuration, the robot has the gripper closed, rotated to the left, completely
backward, and has the cylinder responsible for lifting the robot chassis positioned at 10 mm.
In the following state of the graph, the robot transitions from its home pose to a new state
in which the cylinder responsible for lifting the robot chassis (U/D cylinder) raises it to its
maximum height of 200 mm. This movement represents a change in the robot’s position
and a step towards executing the defined sequence. After reaching the maximum height,
the next step in the sequence involves the bilateral F/B cylinder moving forwards. This
action represents a further change in the robot’s position and continues the execution of the
defined sequence.



Appl. Sci. 2023, 13, 6463 13 of 28

Figure 9. Working scenario implemented for testing.

Figure 10 captures snapshots at various moments during the execution of the working
scenario, with the real robot in the background and its digital twin displayed on the
monitor in the foreground. These snapshots provide a visual comparison of the robot’s
behaviour and the digital twin’s performance throughout the scenario, further highlighting
the accuracy and effectiveness of the digital twin in replicating the real system.

(a) (b)

(c) (d)

Figure 10. Snapshots at various moments during the execution of the working scenario. (a) t = 12 s;
(b) t = 23 s; (c) t = 32 s; and (d) t = 57 s.

A rough analysis can be conducted by observing the movements of the real robot and
its digital twin in parallel. This qualitative comparison identifies any major discrepancies in
motion and behaviour, providing an initial assessment of the DT’s accuracy in replicating
the real system. This approach is particularly feasible for cylinders with a full stroke, as their
motion is more easily observed and compared between the real robot and the DT. In the
first three captures from Figure 10, good alignment and synchronisation between the real
robot and its digital twin can be observed. However, in the last capture at t = 57 s, it can be
noticed that the cylinder in the simulation is lagging behind the real one. This discrepancy
indicates that there may be some differences in the parameters or timing between the digital
twin and the real system that need to be addressed in order to improve the accuracy of the
DT’s representation. The first action to be taken is to modify the air flow rate entering the
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cylinder, as it is known that the cylinder’s speed primarily depends on the airflow rate.
By adjusting the airflow rate in the DT’s parameters, the simulation can more accurately
represent the real system’s behaviour, leading to better synchronisation and alignment
between the real robot and its DT. This adjustment should be made based on the observed
discrepancy and the known relationship between the air flow rate and cylinder speed to
minimise the motion difference between the real system and its digital twin. AS provides
access to the internal parameters of the flow control valves, as shown in Figure 11. This
feature allows users to easily adjust the airflow rate and the other characteristics of the
components within the pneumatic system, ensuring that the digital twin’s behaviour more
closely matches that of the real robot. By fine-tuning these parameters, the user can adjust
the speed cylinder.

Figure 11. The screenshot from AS—unidirectional flow regulator properties.

Considering the proposed KPIs, a more detailed and quantitative analysis follows to
ensure the accurate alignment of the DT with real-world robot performance. During the
scenario execution, data are extracted into a graphical format to analyse the real robot’s
behaviour and DT. This visualisation allows for a more comprehensive understanding
of their performance, allowing the comparison and identification of any discrepancies
between the two systems.

In Figure 12, the behaviour of the U/D cylinder is represented for both the actual robot
(derived from monitoring the PLC programming software for the values received from the
ultrasonic distance sensor) and its DT (taken from the position graph specific to the cylinder
in AS) for various reference values imposed in the working scenario. This comparison
directly assesses the DT’s accuracy in replicating the robot’s behaviour. It helps identify
potential areas for improvement and calibration to ensure a more faithful representation of
the natural system.

Figure 12. The real and mirrored behaviour of the U/D cylinder.
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The refinement and analysis of the two graphs can be conducted within a dedicated
computational environment tailored for data processing and visualisation. Widely utilised
tools for this purpose include MATLAB or Python and spreadsheet applications such as
Microsoft Excel or Google Sheets. Importing the data from both graphs into the selected
software allows a comprehensive examination, comparison, and visualisation of the robot’s
behaviour and DT.

Communication delay, also known as latency, between the DT and the real system
is an important aspect affecting the system’s performance. Low latency can be a key
issue for achieving real-time performance in a HiL simulation. High latency, on the other
hand, may lead to a time lag between the execution of control actions on the DT and their
implementation on the existing system, potentially affecting the overall system performance
and accuracy. The performance of the host computer where the DT from AS is implemented
can significantly influence the communication delay or latency. A computer with high
performance will be able to run the DT more smoothly, leading to less delay and better
real-time performance.

Upon completing the entire process, an operational DT is obtained. To preserve
its effectiveness and reliability, continuous updates are imperative. By systematically
updating the DT with new data from the real system and adjusting its parameters as
needed, the DT remains a precise and trustworthy representation of the real system. This
ongoing process of iteration and improvement is crucial for the DT to serve as a valuable
instrument while adapting to alterations and evolving demands in the real-world system.

5. Implementation and Interaction with DT in Unity Ecosystem

By leveraging the advantages of the DT implementation using the features provided
by AS, one can enhance their understanding and expertise in the system’s operation.
Transitioning to the Unity platform enables an MR experience to seamlessly integrate the
real robot and its digital counterpart. It offers an immersive environment that further
strengthens the comprehension of the system’s behaviour and functionality. The immersive
environment allows the development of unique and personalised experiences with the DT,
which involve and engage the user at a deeper level than in the case of traditional methods.

Unity is a powerful game engine and development platform that is primarily used for
creating high-quality 3D games and interactive simulations. While Unity is not designed
for creating DTs, its 3D modelling and interactivity capabilities can certainly be leveraged
for that purpose. DTs are virtual replicas of physical systems. Unity can provide a powerful
tool for creating and exploring those replicas in a highly immersive and interactive way,
where the external environment can influence DT behaviour. By creating a DT influenced
by external factors, it is possible to understand better how the system operates under
different conditions and make more informed decisions about its design and operation.

The DT of the pneumatic robot was constructed by importing components from
a CAD model with the .FBX format and then configuring its rotational or translational
movements within the Unity engine. In this process, the CAD model was likely converted
into a series of meshes and materials that were imported as GameObjects in Unity. Such
GameObjects were then assembled and configured to create the DT of the robot, including
its movements and interactions with the environment. The game engine comprises numer-
ous working contexts, or “scenes”—as shown in Figure 13—where the DT is positioned and
configured according to the intended simulation-related parameters. The GameObjects,
which has been put on the robot, can later change a wide range of properties, including
the location, orientation, size, weight, material, and animations. The GameObjects is then
animated using C# scripting. C# provides a clear, powerful, and robust environment to
develop the required codes. Nonetheless, it also has the advantage that most VR, AR,
and MR hardware-related packages are already available in this programming language.
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Figure 13. The screenshot from the scene in Unity 3D and the proprieties of the robot‘s DT.

In mixed-reality experiences involving real-world robots, safety is a critical considera-
tion, especially in the case of non-collaborative robots. The DT representation of the robot
and its environment can be used to create virtual boundaries and limits corresponding to
the robot’s physical workspace and safety zone, Figure 14a. These virtual boundaries and
limits were programmed based on the movement of the real-world robot, ensuring that
they accurately represent the current workspace and safety zone. The working space for the
cylindrical robot is a hollow quarter-cylinder with the height determined by the stroke of the
U/D cylinder. The difference between radii equals the stroke of the second prismatic cylin-
der (F/B). The user is alerted when they are about to enter a potentially dangerous zone.
This is performed by displaying a warning message through haptic feedback, Figure 14b.
At the same time, when the user enters these dangerous areas, the real-world robot is
programmed to stop its operation until the user automatically exits the area. Figure 14c
depicts the menu that accompanies the robot in MR.

5.1. Defining Moving

The robot’s DT can perform various movements such as the real robot using the
RoboMove C# script. This script defines the behaviour of a robotic arm with rotating
and translating parts in Unity. It includes several methods for initiating movements in
different directions, moving the arm’s gripper to specific positions, and updating the
arm’s position in the scene. The script includes an enumeration called Position, which
represents the two possible states for the arm’s rotating part: Right and Home. The class
MoveRobot has several public methods such as StartMovementFront(), StartMovement-
Back(), StartMovementRight(), StartMovementLeft(), TranslateUpDown(), MoveFront(),
MoveBack(), MoveRight(), and MoveLeft(). The class also has a public variable, isMoving,
a flag that prevents the robot from starting another movement before the current movement
is completed. The script defines the actuator ranges, including the maximum and mini-
mum radii, angle, and height, which control the arm’s movements. All these values are
in link with the values of strokes of pneumatic actuators. The Start() method initialises
variables and sets the arm’s initial position to “Home”—similarly to the position defined
for the robot in the scenario from the HiL simulation from AS. Because of the rotation
and translation moving out of the F/B cylinder, it is necessary to define the equivalent
end-of-stroke sensors (for this, the Position flag is necessarily near Home). The Update()
method checks for movement initiation flags and calls the appropriate movement method
based on which flag is set.
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(a) (b)

(c)

Figure 14. The screenshot of the MR application in HoloLens 2: (a) the working space—a
hollow quarter-cylinder (blue colour space)—and the predefined safety zone linked to the
F/B cylinder which has a bilateral construction (red colour space); (b) intrusion incident into
the safety area; and (c) holographic menu that accompanies the robot in the scene: push
buttons—MoveRight/MoveLeft/MoveFront/MoveBack/VideoStreaming/Manualmode/Gripper/
ShowSchematic and a slider for lifting the robot chassis.

In Listing 1, the constant desiredDuration corresponds to the time required by the real
robot for the L/R actuator to complete its entire travel. This is closely related to the flow
rate and pressure values at the air inlet port of the real actuator. The mathematical function
Mathf.SmoothStep models cylinder cushioning, which is needed to lower the speed of the
cylinder before it reaches the end cap. The function in Unity is used to interpolate between
two values smoothly, creating a natural transition ideal for animations or object movements.
Based on a cubic formula, this function generates a smoother and more natural result than
simple linear interpolation.

5.2. Pose of the DT in Virtual Space

In the context of real-world interaction in the mixed-reality application for the non-
collaborative robot, the dimensions of the DT must match the dimensions of the real-world
robot so that the safety zones and warnings are consistent for users. Therefore, the DT must
be accurately configured with the exact dimensions and precisely anchored to the position
and orientation of the real robot.

If the CAD files are incomplete or inaccurate, the DT may not be a faithful replica of the
real-world object. The first option is to modify the file in CAD software and reimport it into
Unity. However, Unity provides tools for accurately measuring distances, angles, and other
properties of GameObjects that can help adjust the DT. If it is accurately configured with
the same dimensions, the next step is to anchor the hologram to the space so that there is



Appl. Sci. 2023, 13, 6463 18 of 28

a perfect overlap between the robot and the hologram. Since HoloLens 2 comes with the
native ability to read QR codes, the positioning and orientation of the hologram will use
the position of the QR code on the real robot, which is fixed to the robot pedestal. Using
the add-on Adjust Pivot in Unity positions the reference point of the robot model at the
position of the QR code, and this allows the position of the QR code to be used as a reference
point for the position and orientation of the robot in the Unity scene. Doing so ensures the
accurate overlapping of virtual objects relative to real objects in the environment.

Listing 1. MoveRight method from RobotMove class.

public void MoveRight ()
// MoveRight method
{

if (currentPositon != Position.Right)
{

isMoving = true;
elapsedTime += Time.deltaTime;
var percentageComplete = elapsedTime / desiredDuration;

rotatingParts.transform.localRotation = Quaternion.Lerp(Quaternion.
Euler(rotatingParts.transform.localEulerAngles.x, rotatingParts.
transform.localEulerAngles.y, rotatingParts.transform.
localEulerAngles.z),
target , Mathf.SmoothStep (0, 1, percentageComplete));

if (rotatingParts.transform.localRotation.eulerAngles == target.
eulerAngles)

{
elapsedTime = 0;
currentPositon = Position.Right;
startRight = false;
isMoving = false;
Debug.Log(currentPositon);

}
}
else
{

startRight = false;
}

}

The implementation of this functionality in the actual project, which starts from
scanning the QR code, identifying the robot’s DT and positioning the robot’s holo-
gram was achieved through several scripts grouped in the QRTracking namespace. The
QRCodesManager.cs script initialises and manages the QR code tracking system, which
uses the Microsoft.MixedReality.QR library to detect and track the QR codes in the scene.
The QRCodesVisualizer.cs script visualises the detected QR codes in the scene, using
a specified prefab object as a template for each QR code object. It subscribes to vari-
ous events raised by the QRCodesManager script, such as QRCodeAdded, QRCodeUpdated,
and QRCodeRemoved, which allow it to add, update, and remove the QR code objects in
response to changes in the tracking data. The QRCode.cs script is attached to each QR code
object and is responsible for displaying the relevant information about the QR code, such
as its ID, text, physical size, and timestamp. It also handles user input, such as clicking on
the QR code object, and launches the associated URI if it is valid. The script also contains a
code for positioning a virtual pneumatic object (the DT of the robot) in the scene, which
represents the position and orientation of the QR code relative to the real-world robot—as
shown in Figure 15.
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Figure 15. The Update() method is responsible for matching the position and orientation of the DT
robot with the QR code object.

5.3. A Virtual Space for Multiple Users to Interact with Robot

Enabling multiple users to simultaneously view and interact with a robot in a shared
virtual environment can effectively showcase its capabilities and facilitate collaboration,
especially in training or educational contexts where the use of a DT is required. This
was made possible using Photon Unity Networking (PUN), a Unity plugin that enables
network synchronisation and communication for multiplayer games and applications [40].
By broadcasting data from the PUN server, the robot’s and users’ DT are synchronised
across all connected devices. Any user input or interaction with the robot triggers an
RPC event callback on all associated devices via the PUN server. This ensures that the
robot’s state is synchronised across all participants in the shared environment.

The process of integrating the Photon SDK for Unity in a DT project to establish a
shared virtual environment is depicted in Figure 16. The procedure involves importing
the SDK, configuring the server settings, creating a Singleton pattern-based Network-
Manager to facilitate connections to the Photon server, adding a lobby to manage room
creation and joining, instantiating a Robot prefab equipped with pertinent components to
enable user interactions, devising a Robot prefab script to manage object parenting and
ownership transfer.

The implementation of the right side of the diagram in Figure 16 is shown in Figure 17.
The MoveRobot script discussed in Section 5.1 allows for the precise and controlled

movement of a robotic arm in a Unity scene, with the ability to synchronise movement
across multiple instances of the game object using Photon networking.

5.4. The System for Remote Support

By incorporating shared DT technologies, teams can collaborate remotely to solve
challenging problems in real-time without being nearby. This is feasible in both industry
and academia. Leveraging the features of shared DT technology, a video-streaming concept
incorporating distinct roles for technical and non-technical individuals was designed to
further improve collaboration and learning experiences. In situations where non-technical
individuals need to execute intricate tasks, real-time expert guidance via videostreaming
can be invaluable. The expert (professor) can observe the non-technical (student) individ-
ual’s actions and provide immediate feedback, ensuring that the task is performed correctly
and safely.

Figure 18a presents the user interface menu, where users are prompted to select their
role as either “technician” or “non-technician.” This simple, intuitive menu is designed to
quickly identify and categorise users based on their technical expertise, enabling a more
streamlined and targeted communication experience within the system. By making this
selection, users are guided to the appropriate functionality tailored to their role, ensuring
that the subsequent interactions are suitable for their level of knowledge and experience.
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Figure 16. Procedure for developing an application with PUN.

MixedReality-WebRTC was used for the implementation with a DSS server made in
NodeJS. The server allows the communication of packets between glasses. Two instances
with different IDs must be created for the network to be able to detect them. Communication
can only be achieved if the two instances are connected to the server. Creating a manager
with a script (in Figure 18b) to return the pop-up with the choice of role and the window
where the received image will be. This manager will have a single instance; thus, it can
access the objects returning in other scripts. The system establishes an audio and video
connection between technicians and non-technicians, allowing for the transmission of
video and sound feeds between both parties. In the implemented set-up, the technician
can view the non-technician’s perspective via video, while the non-technician can hear the
technician’s instructions through audio. This one-way video and two-way audio setup
ensure privacy for the technician (which may be the case when the technician uses a laptop,
not HMD) while still enabling them to offer valuable assistance.

Figure 19 shows sequences from an experiment in which two operators interact with
the robot’s hologram synchronised with the real robot. The film is integrated into the
PIP technique so that it is possible to see two perspectives: the real one and the perspective
seen by the operator who chose their role as a technician. The projection capture on the
technician’s HoloLens uses the facilities offered by mixed-reality Capture—Microsoft.
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Figure 17. C# script NetworkManager—implementing a lobby defining a dictionary for all rooms
from the lobby and connection of users through AppID.

(a) (b)

Figure 18. Remote assistance platform that enables the technician and non-technician to communicate
effectively: (a) the choosing of the role; and (b) the implementation by the manager.

5.5. PLC Integration in Unity Ecosystem

In order to connect the DT of the robot to the real PLC, a remote connection was created
using the GateManager facility from Secomea to link the laptop with the PLC. The laptop
was configured to redirect any requests received on a port 502 to the PLC. This enabled the
direct transmission of information from the HMD to the PLC registers through the laptop.
NModBus was used for communication with the PLC.

To establish a connection with the PLC, the method StartConnection() in the Con-
nToPlc script was marked with [PunRPC], indicating that it is an RPC method that can be
called by all users. Similarly, all methods marked with [PunRPC] can be forced to be called
by all users. The function CloseConnection() in the ConnToPlc script was used to close
the connection.
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(a) (b)

(c) (d)

Figure 19. Snapshots at various moments during the execution of the working scenario from
MR application in HoloLens2 and real actions: (a) choosing the technician role; (b) scanning the
QR code by a non-technician under the careful observation of the technician through the video
streaming facility; (c) the positioning of the cylinder that raises the robot chassis to 19% of the stroke
using the slider; and (d) the technician takes control. It can be seen that both safety zones on the
hologram are superimposed in the space above the real robot.

When the manual button is pressed, the Toggle() function in the ConnToPlc script
is called. If the connection is successful, the button turns blue, but there is a chance it
will turn blue even if the connection is not successful, and the button will need to be
pressed again. The function SetToggleToOthers visually sets the button as pressed for the
other participants.

After the connection has been established, the position of the real robot is queried from
the PLC so that the hologram of the robot can be positioned accordingly. The Update()
function in the RobotManager script is called at each frame to check whether the robot is in
the scene. If the robot appears, it is assigned to a variable, and if the manual button has
been pressed and activated, the real robot’s position is queried and synchronised with the
hologram, and the synchronisation flag is set to true. All commands are sent to all other
participants in the room, so their hologram robot should move accordingly.

To move the robot in manual mode, when it pushes the MoveRight button, the pho-
ton calls the OnMethodCalledRight() method, which calls another method MoveRight()
from ConnToPlc. Through the PhotonNetwork mechanism, the OnMethodCalledRight()
method sets the parameter to “true” for all participants, which checks whether the action
comes in manual mode and if the movement action comes from pressing the button. If these
conditions are met, the PLC receives a signal, and the real robot executes the movement to
the right as shown in Figure 20.
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Figure 20. The mechanism for the right robot movement began with Unity—with the textttMoveRobot
class, which includes the MoveRight() method, and from here, set the M2005 Modbus address
as responsible for activating the output of the PLC that energises the solenoid valve coil via the
ModbusBitWrite bridge.

5.6. The PlantUML Diagram

Figure 21 visualises the system’s structure and behaviour, enabling a deeper under-
standing of the DT’s robot project in the Unity development environment. The relationship
between MonoBehaviour, MonoBehaviourPun, and the other classes in your PlantUML code
is based on inheritance. Custom classes inherit from MonoBehaviour or MonoBehaviourPun
to access the respective features provided by the Unity engine and Photon Unity Network-
ing library, enabling them to interact with the Unity scene and synchronise networked
GameObjects in a multiplayer setting.

While only some classes have been examined in detail in the article thus far, this
overview provides a general understanding of each class’s roles in the development and in-
teraction with the robot’s DT from this implementation. The diagram effectively illustrates
how the classes interact with one another, either through inheritance or other relationships,
and the methods and properties associated with each class.

Figure 21. The PlantUML diagram of the pneumatic robot project in the Unity development environment.

5.7. The Challenges of Using Unity in DT

While the Unity Engine boasts an excellent platform for visualising and interacting
with digital twins (DTs) using a variety of HMDs such as Microsoft’s HoloLens 2, it presents
some challenges. Primarily designed as a game engine, Unity might not natively support
complex engineering simulations, necessitating the integration of external libraries or tools.
This increases the complexity of the DT development process within Unity.
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Moreover, Unity’s steep learning curve may pose a barrier, especially for those without
a computer programming background, as scripting in languages such as C# are often a
requirement for Unity applications.

Unity can also encounter performance limitations when dealing with highly detailed
DTs or data-heavy real-time systems. The task of rendering sophisticated 3D models or
conducting extensive real-time simulations might strain Unity’s capabilities, particularly
when hardware resources are limited. Additionally, Unity may face compatibility issues
when interfacing with other industry-standard hardware or software tools. For instance,
establishing real-time communication between Unity and specific industrial controllers,
such as PLCs, could require additional middleware or customised development.

Furthermore, managing large volumes of real-time data, a cornerstone in DT opera-
tions, may necessitate a sophisticated data processing system to guarantee the prompt and
accurate updating of the DT.

Nevertheless, despite these challenges, the Unity community continuously evolves
and develops solutions. This continuous advancement helps to uphold Unity’s position as
a valuable tool in the ever-growing field of DTs development.

6. Discussion

The development of DTs for mechatronic systems can be approached differently
depending on the software used. AS and Unity each have unique strengths and challenges,
which this article aims to compare in creating DTs for the same mechatronic system.

In AS, the operating characteristics of pneumatic equipment, such as actuators, valves,
and sensors, are mainly predefined. These predefined elements make it easier for students,
engineers and developers to create realistic simulations of pneumatic systems, as they
can directly use the built-in components and characteristics. AS is specifically designed
for simulating, designing, and validating complex automation systems, streamlining the
modelling process in a particular 2D environment.

On the other hand, Unity is a general-purpose game engine and development platform,
which means that it is not tailored for simulating pneumatic systems out of the box. In order
to create a DT in Unity, developers need to implement various mathematical functions,
physics simulations, and other techniques to accurately model the behaviour of pneumatic
components. This inconvenience can be more challenging and time-consuming, as develop-
ers have to create these models from scratch. Despite the challenges, Unity’s flexibility and
extensibility can be advantageous in some situations. For instance, developers can create
custom visualisations, integrate the DT with other systems, or even deploy the simulation
to various platforms, including virtual and augmented reality environments. This level of
versatility allows for more creative and innovative applications, although it may come at
the cost of a steeper learning curve and increased development time.

One potential approach to overcome these challenges is to leverage the knowledge
gained from working with AS. By initially using AS, the persons involved can understand
the underlying phenomena and the behaviour of pneumatic components. This knowledge
can be transferred to the development process in Unity. Once the developers in Unity have
a clear grasp of the requirements and the desired dynamic behaviour of the system, they
can more effectively search for and implement various techniques and tricks to achieve
realistic simulations.

This sequential approach can help bridge the gap between the specialised knowledge
of pneumatic systems and the flexible development environment offered by Unity. By lever-
aging the expertise from both domains, creating high realistic and accurate DTs is possible
while benefiting from Unity’s versatility and creative potential.

The DT model’s complexity affects the latency, so more intricate and detailed mod-
els necessitate more computational resources and processing time, increasing the latency.
On the other hand, simpler models, although they might reduce the latency, may also
compromise the accuracy of the DT’s representation of the physical system. Experiments
from this project with the implementation of DT in AS and Unity showed differences in
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latency. Specifically, the DT implemented in AS exhibited more delay than Unity. This
observation can be attributed to the different computational demands of these two environ-
ments, emphasising the simulation environment’s role in influencing latency. A relevant
trade-off arises in this context: the balance between the fidelity of the model represen-
tation and real-time performance. Reducing the complexity of the model can decrease
the latency, improving the real-time representation. However, this simplification can also
reduce the accuracy of the digital twin. Therefore, it is important to consider this trade-off
depending on the specific requirements and goals of the project. the impact of latency on
the DT’s performance reinforces the need for a balanced approach in DT development.
Decisions regarding the model complexity, choice of simulation environment, and compu-
tational resources should consider both the desired accuracy and real-time performance of
the DT.

In summary, the choice between AS and Unity for developing the DTs of pneumatic
systems depends on the specific requirements and goals of the project. The AS platform
offers a more streamlined and specialised approach, while Unity provides greater flexibility
and versatility, albeit with a potentially higher degree of complexity. The comparison is
a valuable resource for engineers, developers, and researchers looking to create DTs for
mechatronic systems, helping them make informed decisions about the best tools and
techniques for their projects.

The advantage of using a hologram projected by a head-mounted display (HMD)
makes implementing a DT in Unity well worth it, especially when the DT has a solid
connection to the actual dynamic behaviour of the process. By employing HMDs such as
the HoloLens 2, students and professionals can interact with the DT in a highly immersive
and intuitive manner, providing them with a unique learning experience. This immersive
experience can enhance the understanding and retention of complex concepts related to
mechatronic systems, as users can directly visualise and manipulate the DT in a three-
dimensional space. Furthermore, holograms can foster collaboration among students and
professionals, as they can share their virtual environment and work together to understand
and improve the DT’s behaviour.

7. Conclusions

The article highlights the differences and potential advantages of developing DTs
in AS and Unity, showcasing the challenges and opportunities inherent in each develop-
ment environment. The approach is multidisciplinary (automation and computer science,
mechanical engineering, electrical engineering, and human–computer interaction), com-
bining knowledge and methods from various fields to develop the efficient DT of the
3DoF pneumatic robot. By integrating expertise from both AS and Unity, this paper show-
cases the potential of interdisciplinary collaboration in addressing the complex challenges
and achieving innovative solutions in DT development. The paper effectively amalgamates
the best of both worlds by creating an initial, accurate DT in AS and then expanding
and enhancing it in Unity. AS was used for accuracy, clarity, and reliability in simulating
pneumatic systems and was exploited by Unity for its versatility, creativity, and capacity to
deliver an immersive, interactive experience. This combined approach results in a DT that
accurately represents its real-world counterpart, offers improved user engagement, and
has broader applicability.

One future research direction is to investigate the possibility of creating hybrid frame-
works that combine the strengths of both AS and Unity. Such frameworks allow for the
streamlined development of DT with a focus on pneumatic/hydraulic systems while also
providing the flexibility and versatility of Unity. This approach could lead to more efficient
development processes and novel applications.

The experience gained from developing a digital twin in both Automation Studio and
Unity can be highly valuable for students and professionals alike. By working with these
two platforms, learners can comprehensively understand the modelling and simulation
process and the challenges and solutions unique to each environment. This immersive
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experience can enhance the understanding and retention of complex concepts related to
mechatronic systems, as users (especially students who belong to the category of digital
natives) can directly visualise and manipulate the digital twin in a three-dimensional space.

An accurate DT enables industries to minimise costly downtime, reduce waste, im-
prove efficiency, and ensure product quality. Moreover, it allows for the early identification
and mitigation of potential issues, resulting in increased reliability and reduced main-
tenance costs. In safety-critical applications, an accurate DT can be vital in preventing
accidents and ensuring the well-being of workers and the environment.
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Abbreviations
The following abbreviations are used in this manuscript:

TUIASI Technical University “Gheorghe Asachi” from Iasi
DT Digital Twin
CPS Cyber-Physical Systems
I4.0 Fourth Industrial Revolution, Industry 4.0
IT Information Technology
IoT Internet of Things
IIoT Industrial Internet of Things
AI Artificial Intelligence
DevOps Development and Operational Cycles
XR Extended Reality
MR Mixed Reality
VC Virtual Commissioning
PLC Programmable Logic Controller
RPP Revolute Prismatic Prismatic
OPC Open Protocol Communication
DoF Degree of Freedom
AS Automation Studio conceived by Famic Technologies Inc.
EOAT End of Arm Tooling
M2M Machine-to-Machine
SiL Software in the Loop Simulation
HiL Hardware in the Loop Simulation
PUN Photon Unity Networking
RPC Remote Procedure Call
HMD Head-Mounted Display
HL HoloLens
URI Uniform Resource Identifier
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