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Abstract: The detection of faults in induction motors has been one of the main challenges to the
industry in recent years. An effective fault detection method is fundamental to ensure operational
security and productivity. Different models for intelligent fault diagnosis have been recently proposed.
However, not all of them are accessible for some manufacturing processes because of the black-box
approach, the complexity of hyperparameter tuning, high-dimensionality feature vectors, and the
need for sophisticated computational resources. In this paper, a method for the detection of an
unbalance fault in induction motors based on a low-dimensional feature vector and a low-complexity
classification approach is proposed. The feature vector presented in this manuscript is based on
texture features, which are a basic tool for image processing and image understanding. Nevertheless,
texture features have not been explored as a powerful instrument for induction motor fault analysis.
In this approach, texture features are used to analyze a set of vibration signals belonging to two
different classes: an unbalanced motor and a healthy motor. Training-validation and testing stages
are developed to build and evaluate the performance of the classifier, respectively. The results show
higher accuracy and lower training time in comparison with different state-of-the-art approaches.

Keywords: signal processing; intelligent diagnosis; supervised classification; unbalance detection

1. Introduction

Nowadays, Induction Motors (IM) are one of the most important elements used
in industrial processes. IM play an important role in the industry and can be found in
areas such as power generation, automobile, aerospace, and many others [1-5]. However,
exposure to hard conditions of work affects the functionality of these machines, making
them vulnerable to different types of faults. The broad number of possible faults can be
classified as bearing faults, rotor faults, and stator faults, which have an incidence factor
of 50%, 10%, and 40%, respectively [6]. Within the bearing faults, unbalance represents
one of the most common faults in IM [7]. Problems such as the decrease in the lifetime of
the bearings, and damage to the machinery, can be generated by not detecting unbalances
on time. Therefore, early identification of the unbalance fault is an essential element for
preventive and corrective actions that avoid problems in industrial processes.

Due to the importance of unbalance fault detection in IM, different machine-learning
methods have been used recently to diagnose motor conditions. These machine learning
methods can be divided into two different groups: deep neural network classifiers and
statistical features classifiers [8-11]. In deep neural network classifiers, the main purpose is
to create a model that allows the decomposition of a signal in representative features to
infer the motor condition. Within unbalance classification, convolutional neural networks
(CNNs) and recurrent neural networks (RNNs) are the most used models to detect this
fault [12,13]. On the one hand, Mey et al. [14] proposed an explainable CNNs to classify
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unbalance faults in IM. In the Mey et al. approach, different kernels are used to compute
the convolution and extract features from the short-time Fourier transform matrix set.
Mey et al. achieved 99.7% of accuracy in the identification of an unbalance fault. On the
other hand, RNNs are models based on internal states that allow the remembrance of the
faults of the motors. Xiao et al. [15] presented an RNN used to classify the unbalance fault.
In the Xiao et al. approach, the acceleration signals and a set of 29 statistical features are
used to train and test the RNN. Xiao et al. achieved a 98.9% of accuracy in the detection of
the unbalance fault. Although the deep neural network approaches allow the classification
of the unbalance fault in IM, they are complex in terms of hyperparameter tuning. In
addition, the training time and the computational resources are often expensive, hindering
the implementation of a monitoring system in the industry [16].

Statistical classifiers arise as an alternative to complex black-box models. These
approaches are based on statistical measurements that allow the description of a given
signal. In the detection of faults in IM, these models have been used in the classification of
faults such as broken rotor bars, rotor misalignment, bearing faults, unbalance, and many
others [17-20]. Within the unbalance fault, signal analysis can be performed in both time or
frequency domains. In the time domain, Tahir et al. [21] extracted the statistical features of
kurtosis, impulse factor, skewness, RMS, range, and variance in the time domain to classify
the unbalance fault with 86.87% accuracy. The detection of faults using the frequency
domain signals can also be achieved using statistical features. Gangsar et al. [22] proposed
a set of statistical features based on the frequency domain and the time domain to infer the
unbalance fault. The features vector is composed of standard deviation, skewness, and
kurtosis. Using a support vector machine to classify the unbalance fault, Gangsar et al. [22]
achieved 84.51% of accuracy. Although the methods previously mentioned achieved the
classification of the unbalanced fault, the use of high-dimensional feature vectors and low
representative features makes it difficult to obtain high accuracy in the final model [23].
For these reasons, new features need to be studied to decrease the computational load and
keep the accuracy rates high.

To overcome the limitations generated by neural networks and the high-dimensional
feature vectors used in statistical classifiers, this study proposes a novel technique for the
unbalance fault diagnosis based on texture features and a classification approach. We have
named our proposal VTA for Variance-correlation Texture Analysis. Although texture
features have been proposed for the classification of different motor faults [24,25], texture
has never been explored for the detection of unbalance faults. This approach consists of
analyzing vibration signals by using a subset of texture features proposed by Unser [26].
Subsequently, a support vector machine (SVM) [27] is trained and validated to infer the un-
balance and healthy classes in the IM. Finally, a test set is used to measure the performance
of the classifier. Experiments from this study may lead to an improvement in the accuracy
and training time in comparison to other models established in the state-of-the-art.

The rest of the manuscript is structured as follows: Section 2 describes the method-
ology used to build our VTA approach with an SVM classifier using texture features. In
Section 3 the experiments and results are discussed. Finally, in Section 4 the conclusions
are presented.

2. Methodology

The methodology proposed for the VTA approach is described in this section. The
main goal of this study is to develop a system that allows the classification of the unbalance
fault in IM using a low-dimensionality feature vector. This low-dimensionality feature
vector is composed of correlation and variance texture features. An overview of the
proposed methodology is shown in Figure 1. From this figure, it can be observed that the
classification system is divided into two stages: training-validation, and testing. In the
training-validation stage, two different subsets of vibration signals are used to extract the
correlation and variance texture features. In the testing stage, the correlation and variance
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texture features are extracted from a different subset of vibration signals to evaluate the
final classifier and measure the performance from the VTA model.

i " Training-validation
Input signals .
Preprocessin Texture feature Support vector
| P g extraction machine design
Input signals
Support vector
machine classifier
y Testing
Input signals Preprocessin Texture feature
P 8 extraction
Label
{healthy, unbalance}

Figure 1. Overall VTA model design to infer the unbalance fault in IM.

2.1. Unbalance Fault

In IM fault analysis, the unbalance fault can be defined as the displacement of the
center of mass out of the rotating axis. This displacement is generated when the mechanical
load m is not distributed uniformly 7. Thus, the unbalance fault can be described according
to the Equation (1):

U=mxr, 1)

where r represents the eccentricity and m represents the mass. Frequency components
are generated in the rotor and stator components because of the unbalance fault. These
frequencies are used to distinguish the unbalance fault [28]. The frequencies generated for
the unbalance fault in the IM can be defined in Equation (2)

Funb = fs (%pl—s)

where p represents the pole in the IM, s is the per unit slip, and fs is the frequency generated
by the electrical supply.

>, k=1,23,... @)

2.2. Texture Feature Extraction

In image processing, texture is a property used to measure the variability of gray levels
through an image. Such measures can be used as image descriptors. These descriptors are
used in image processing to classify different elements contained in an image. There are
different statistical features used to describe texture in an image. Although these properties
are commonly used in 2-D signal analysis, they can be computed in 1-D.

The texture as a statistical concept has its origin in the gray-level co-occurrence matrix
proposed by Haralick et al. [29]. However, since the computational cost is expensive,
Unser et al. [26] proposed the sum and difference histograms as an alternative to the co-
occurrence matrix. According to Unser, considering a digital image I with size M x N
denoted by I(7,j),{i =1,...,M;j =1,...,N} being G = {1,2,..., Ny} the set of the N
quantized grey levels, taking two points in a relative position fixed by u and v, I(, j), and
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I(i +u,j+v), the sum and difference between these two points can be defined by the
Equations (3) and (4).

Si,j,u,v = I(i/ ]) + I(i + u,j + U), (3)

Di,]’,u,v =1(i,j) = I(i+u,j+0), 4)

where u and v represent the horizontal and vertical displacement, respectively. From the
sum and difference, the joint probability functions with parameters 1 and v are defined in
the Equations (5) and (6).

hs(k) = Card = {(i,j) € D, S;; = k}, (5)
hg(l) = Card = {(i,j) € D,D;; =1}, (6)

where D is a subset of indexes specifying a texture region to be analyzed. Then, the
normalization of the sum and difference histograms are shown in Equations (7) and (8).

Ps(k)_AZSik;\], (k=2,...,2Ng), )
Py(l) = Azdilg\l; (I=-Ng+1,...,Ng —1). 8)

From the sum and difference histograms, a subset of two texture features defined by
Unser can be extracted. These texture features are defined in Equations (9) and (10).

variance = ;{;(k —u)?-Py(k) + ZIZZZ : Pd(l)}, 9)

correlation = ;{Z(k — )% Py(k) — le . Pd(l)}. (10)
k 1

However, this process can be modified such that texture features (Equations (9) and (10))
can be computed in a signal in the time domain. From the Equations (3) and (4), u and
v represent the horizontal and vertical displacement, respectively. In a signal in the time
domain, the vertical displacement cannot be achieved due to the signal dimensionality,
so only the horizontal displacement can be computed. Nevertheless, this is enough to
establish a relationship between two points in different positions. Considering a digital
signal f(f) with N samples such thatt € {0,1,2,3,...,N — 1}, and with K different values
in f(t), thatis f(t) € {0,1,2,3,...,K — 1}; taking two points in a relative position given
by d, f(t), and f(t + d), the sum and difference given by these two points can be defined
according to the Equations (11) and (12).

Sta=f(t) + f(t+d), (11)
Dyq = f(t) — f(t+d). (12)

In Equations (3) and (4), the main objective is to compare two points, I(i,j) and
I(i+u,j+v) given the parameters u and v. This same behavior is achieved in Equations (11)
and (12) when comparing the points f(t) and f(t 4+ d), given a displacement d. Thus, the
Equations (11) and (12) can be used to calculate the texture features developed in the
Equations (9) and (10). In this study, the variance and correlation are used as the feature
vectors to classify the unbalance and healthy classes in IM.

2.3. Support Vector Machine Classifier

The support vector machine (SVM) is a machine learning algorithm that has been
widely used in classification tasks. The main goal of the SVM is to create a decision
boundary or hyperplane between two or more classes that allows the prediction of labels
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from a feature vector [30]. According to Steinwart et al. [30], in a dataset F/ = {(xf, yf) "
with xf = (xll,l., e, xéli)T € RY, the method is used to learn a functionz € Z : x(!) Y.
This relation can generate a decision boundary (hyperplane) by maximizing the separation
between two or more classes. In the function F!, y! represents the labels from the vector x/.
According to Christmann et al. and Gieseke et al. [30,31], it is assumed that {(x!,y})}"_, are
independents and they are distributed in a range M x N. Here, M represents the set of
samples in the dataset and N\ represents the set of labels [30]. Thus, the SVM is considered
a regularization problem and can be described by the Equation (13):

' LRI 2
Zeg}zfez{ngﬁ(yizz(xi))‘f‘)\HZHH}r (13)
where A € RY, £ : R  [0,00) is the lost function, and ||z|[3, is the norm Hilbert space
H C RM=z: M—R. However, the unbalance set has a non-lineal behavior, hence an
efficient way to deal with this problem is to map the input space R? to H using a kernel [32].
Different kernels are available in the literature (linear kernel, polynomial kernel, and radial
basis function kernel), and selecting the appropriate kernel plays an important role in the
classification process. In this study, an empirical process was conducted, and the radial
basis function kernel [33] was selected since it yielded better results. Thus, the Gaussian
kernel is defined according to the Equation (14):

d
ky,C* = exp (—(72 Z(xj - x;)2>, (14)

j=1

whered € N, x = (xq,x2,...,%4) € cl x = (%], x5, .. .,xgl), and k, can be calculated by
Equation (15).

x — x'||?
ko (x,x") = exp (—W), x,x € R (15)

The o hyperparameter is tuned by using the cross-validation method to avoid overfit-
ting and was set in ¢ = 3 using the validation set.

3. Results

In this section, the experimentation to evaluate and measure the VTA approach is
presented. The evaluation is conducted by a thorough quantitative analysis on a standard
database. Firstly, the experimental setup used to evaluate the classifier performance
is presented. Afterward, the training results, the feature selection, and the horizontal
displacement are discussed. Finally, the VTA model is compared with classical models and
state-of-the-art approaches.

3.1. Experimental Setup

In order to measure the performance of the VTA approach proposed in this study,
different signals of unbalance were considered. For the experimentation, the dataset
proposed by Mey et al. from the Fraunhofer Institute for Integrated Circuits, Germany [14]
was used. The motor used in the Mey et al. study is an electronically commutated DC
motor (WEG GmbH, type UE 511 T), the data acquisition was made by a 4-channel data
acquisition system PCB Synotech GmbH, type FRE-DT9837, and the sensor used to extract
the vibration signals was PCB Synotech GmbH, type PCB-M607A11/MO001AC. To generate
the fault, an unbalance holder is attached behind a roller bearing block. The unbalance
holder consists of a disc with axially symmetric recesses, in which weights can be inserted
to simulate unbalances. A complete description of the fault generation and specifications
about the dataset generation can be founded in the article [34]. The dataset consists of
signals that represent the unbalance fault and healthy classes. In Figure 2, samples of the
signals corresponding to the unbalance and healthy classes are shown. From this figure, it
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can be observed that although there are differences between the signals, it can be difficult
for an expert to detect this fault. Therefore, signal processing is required. For this study, a
set composed of 5000 signals was used to extract the texture features. This set was formed
by 2500 signals which represented the healthy class and the rest formed the unbalance
class. Each signal contained 4096 samples normalized between 0 and 255, according to
those established in the image analysis. The final set was formed by applying the sum and
difference histograms and the variance and correlation texture features. Thus, the final
dataset was composed of 5000 x 2 values, where 5000 represented the samples in the final
dataset and 2 represented the dimensionality. In order to generate the training-validation
and testing sets, two subsets of the final set were formed. The training-validation subset
was formed for 4000 samples (2000 samples representing the unbalance fault and the rest
representing the healthy class), which was 80% of the final dataset, where 800 samples
(400 samples representing the unbalance class and the rest representing the healthy class)
were used to tune the hyperparameter in the SVM. The testing subset was formed by
1000 samples where 500 samples represented the unbalance class and the rest represented
the healthy class. The test set was used to evaluate the tuned model.

Helathy vibration signal Unbalance vibration signal
—— Healthy —— Unbalance
0.006 00100

0.004 0.0075
0.0050
0.002
0.0025

Amplitude
Amplitude

0000 0.0000

~0.002 -0.0025

-0.0050
-0.004

-0.0075

0 1000 2000 3000 4000 0 1000 2000 3000 4000
Samples Samples

(@) (b)

Figure 2. Vibration signals used to extract texture features, (a) healthy class, (b) Unbalance fault.

In order to follow the same evaluation setup as Mey et al. [14], the accuracy metric was
used to evaluate the performance of the model. This metric is defined as how close a given
set of measurements (observations or readings) are to their true value and is represented
by Equation (16):

TP+ TN
TP+FP+TN +FN’
where TP represents the healthy class correctly assigned, TN corresponds to the unbalance

instance correctly classified, FP represents the healthy instance classified as the unbalance
class, and FN corresponds to the unbalance class classified as the healthy instance.

Accuracy = (16)

3.2. Texture Feature Selection

In this section, the exploration, analysis, and selection of texture features are presented.
There are previous works that use texture features as tools to describe different faults in
IM. In the study presented by Ferrucho et al. [24] and Lizarraga et al. [25] the contrast
and homogeneity texture features were used to detect bearing faults in IM. In order to
evaluate the viability of these features and include others, combination tests were carried
out and their feasibility was qualitatively evaluated. Figure 3 shows an empirical analysis
that shows examples of combinations of the previously mentioned texture features. From
Figure 3a,c, the features are overlapping, making it difficult to create a decision boundary
that allows separation of the unbalance and healthy classes. In Figure 3b the samples show
a small separation allowing the creation of a model that classifies these faults. However,
the accuracy achieved with these texture features is less in comparison with the features
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used in this study. Figure 3d shows a separation generated by the correlation and variance
texture features. This separation has a non-linear behavior, hence a classifier that allows
the manipulation of the non-linearity is required.

Labels Labels
Unbalance 3 @ Unbalance
Healthy Healthy °

20

Contrast

0.5

49
00 - » o
g1 /i
o &8
. . d
05 2 .
-1.4 -12 -1.0 -0.8 0.6 0.4 0.2 -2 -1 0 1 2 3
Homogeneity Mean
(a) (b)
20
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| Healthy 15 Y ,,.E.;
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Figure 3. Subset of texture features used for determining the better separability between the unbalance
class and the healthy class, (a) Homogeneity and contrast texture features, (b) Mean and energy
texture features, (c) Contrast and entropy texture features, (d) Contrast and variance texture features.

3.3. Horizontal Displacement Selection

The correlation and variance texture features have hyperparameters to tune. From
Equations (11) and (12), its evaluation depends on horizontal displacement d. This displace-
ment d controls the number of values to compare. Figure 4 shows an empirical analysis
from different horizontal displacements allowing select d = 1 as the best parameter. For
the values, d = 2 and d = 3 the separation is minimum, making the creation of a decision
boundary using the SVM difficult. For the horizontal displacement d = 4, the samples are
completely superimposed, preventing the generation of a hyperplane using the SVM.

3.4. Training Results

The decision boundary (or hyperplane) generated from the SVM classifier is shown
in Figure 5. In this figure, the red zone represents the healthy class and the blue zone
represents the unbalance class. Note, the healthy class and unbalance class are close to each
other. However, the SVM is able to create a hyperplane that allows the separation of both
classes. In the SVM classifier, a semicircular hyperplane is generated through the radial
basis function kernel, which describes the non-linearity between the classes. Linear models
can be applied to describe this non-linearity. However, a lower accuracy can be achieved
using this kind of model. Figure 6 shows the decision boundary generated by two linear
models (logistic regression and simple perceptron). From this figure, it can be observed
that although the unbalance fault can be inferred, samples of both classes are misclassified,
achieving a lower accuracy in comparison with the proposed VTA model.
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Figure 4. Variation of the horizontal displacement d, (a) Horizontal displacement d = 1, (b) Horizon-
tal displacement d = 2, (c) Horizontal displacement d = 3, (d) Horizontal displacement d = 4.
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Figure 5. Decision boundary generated for the SVM in the training-validation stage.
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Variance
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e Healthy
= Unbalance
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= Unbalance
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Figure 6. Decision boundary generated for two linear models. The models were trained with the
same dataset. (a) Logistic regression, (b) Simple perceptron.

3.5. Classification Results

The results obtained from the proposed VTA model are shown in Table 1. From
the test set compounded of 1000 samples, 997 samples were correctly classified. From
these 997 samples, 498 samples correspond to the healthy class, and 499 correspond to the
unbalance class. From the remaining samples, two samples corresponding to the healthy
class were misclassified to the unbalance class. One sample corresponding to the healthy
class was misclassified to the unbalance class. According to these results, the average
accuracy obtained with our VTA approach was 99.7%. The remaining 0.3% corresponds
to the misclassified samples. Figure 7 shows the learning curve from the VTA model.
From this figure, batches of samples of the test set are used to measure and evaluate the
performance of the SVM. Note, the performance of the VTA model is increased according
to the number of samples used in the test set.

Learning curve for VTA model

1.04

0.954

0.90 A

Accuracy

0.85 4

0.80 A

0.75

—&— Test Score

150 300 450 600 750 900 1000
Number of samples in the test set

Figure 7. VTA model learning curve.
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Table 1. Classification results from the VTA approach.

Class Healthy Unbalance
healthy 498 2
unbalance 1 499

Finally, the time consumed to train the VTA model using an Intel core i9 processor to
2.6 GHz was approximately 0.55 min.

3.6. Comparison

This section describes the comparison made to the VTA model. First, the model is
compared with three classic machine learning models. This comparison aims to choose a
model according to a specific need (in this case the accuracy). Finally, the VTA approach is
compared with different state-of-the-art models. In this last comparison, the objective is to
analyze the cost according to the complexity and computational resources.

Firstly, the VTA model proposed in this study is compared with three classic machine
learning models; logistic regression (LR), K-nearest neighbors (KNN), and a simple per-
ceptron (SP) are used as comparative models. These models were trained using the same
training-validation and test sets. Table 2 shows a comparison between the VTA model and
classic machine learning classifiers.

Table 2. Classification results using classic machine learning models.

Model Acc(l)/loracy P;tr:::::rs Dimensionality Trali\ziizlglt:ime
LR 99.3 1 1x2 0.36
SP 99.5 1 1x2 0.31
KNN 99.3 1 1x2 0.28
VTA model 99.7 1 1x2 0.55

From this Table 2, the accuracy achieved for the VTA approach is superior to the
classic models. Our VTA model achieves an accuracy of 99.7% in comparison with the
99.3% achieved by the LR and KNN, and the 99.5% achieved by the SP, respectively. This is
because the classic models are based on linear approximation, preventing the capture of the
subjacent structure of the data (non-linearity). On the one hand, the time consumption of
each model is considerably low, allowing the industry to use these models as a monitoring
tool only if time is the most important resource to save. On the other hand, if both accuracy
and time are the most important resources to use, the VTA model has the best qualities for
the industry.

Finally, a comparison with different approaches is presented in Table 3. These models
are the most popular tools in the state-of-the-art in IM fault detection: Convolutional neural
networks [14,35], Long-short term memory neural networks [15], and artificial neural
networks [36]. From this table, we can see that these approaches represent a powerful tool
for the classification process. The closest approach is the one proposed by Mey et al. in
terms of accuracy with 99.6% in comparison with our 99.7%. As we can see from this table,
the number of features required by other approaches is considerably higher in comparison
with our VTA. In addition, the dimensionality of each method is considerably higher, which
makes it susceptible to overfitting [23]. Additionally, the tuning process is complex due to
the number of hyperparameters (hidden layers, filters in convolutions, activation functions,
padding, dropout layers, learning rate, regularization factor, etc.). Finally, a comparison
with the model presented by Mey et al. is presented. This model is trained according to the
specifications established in his paper [14]. Note, the time consumption for training the
model is 15 min. Specific hardware may be required to decrease training time. Furthermore,
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testing different ANN configurations becomes a complicated task due to the time it takes
to train and test different models.

Table 3. Comparison with different state-of-the-art models in terms of Dimensionality (Dim), Number
of hyperparameters to be tuned (No. Hyper), Training Time in minutes (TT), and Accuracy (Acc).

Approach Method Dim Hl;;ér (nr{;l;l) It/jc
Guo et al. [35] CNN 128 x 128 256 - 85.5
Xiao et al. [15] LST™M 16 x 64 256 - 98.2

Yongbo et al. [36] ANN 100 x 100 x 3 96 - 98.6
Mey et al. [14] CNN 600 x 300 16 15 99.6
VTA approach Texture features 1x2 1 0.55 99.7

In comparison with the VTA approach, the hyperparameters are reduced to one o,
in comparison with the models presented by [15,35] where the number of hyperparam-
eters to tune is considerably higher (256 hyperparameters to tune). This improvement
allows us to test different model configurations quickly. The dimensionality is reduced
to two features, in comparison with the [14,36] approaches where the inference process
requires the evaluation of 30,000 and 18,000 values, respectively. This improvement avoids
using specific hardware to train the model. In addition, the training time is reduced in
comparison with the Mey et al. approach, which allows us to tune and test different models
quickly. Although some models presented in the Table 3 do not show the training time, it is
possible to consider that the training time is similar or higher than the model proposed by
Mey et al. This is because the dimensionality and the hyperparameter tuning are higher in
comparison with the Mey et al. approach. Finally, considering that the method only needs
the vibration signals and that the signals are obtained during the motor functioning, the
VTA model can be used during normal operation. The only delay is the time for taking the
sample of the signal, plus the analysis time.

4. Conclusions

Unbalance faults are among the most recurrent faults in IM. For this reason, many
research works are focused on the detection of these faults. Recent studies show the
use of deep learning models to detect unbalance faults. However, specific hardware and
complex feature vectors are used to detect these faults. Therefore, in this paper, a VTA
approach to unbalance detection in IM is presented. This approach consists of the extraction
of texture features to build and tune an SVM. The texture features are extensively used
in image processing. However, it has not been used to unbalance detection in IM. The
results of this study show an improvement in training time and accuracy in comparison
to classical methods and state-of-the-art approaches. In addition, the dimensionality and
the hyperparameter tuning were reduced considerably. The performance obtained, in
comparison with other models, makes the VTA approach a viable option for the industry.
Considering the broad number of occurring faults in induction motors, future work will
include the detection of different types of faults using this approach.
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