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Abstract: Optimising a swarm of many robots can be computationally demanding, especially when
accurate simulations are required to evaluate the proposed robot configurations. Consequentially,
the size of the instances and swarms must be limited, reducing the number of problems that can
be addressed. In this article, we study the viability of using surrogate models based on Gaussian
processes and artificial neural networks as predictors of the robots’ behaviour when arranged in
formations surrounding a central point of interest. We have trained the surrogate models and tested
them in terms of accuracy and execution time on five different case studies comprising three, five, ten,
fifteen, and thirty robots. Then, the best performing predictors combined with ARGoS simulations
have been used to obtain optimal configurations for the robot swarm by using our proposed hybrid
evolutionary algorithm, based on a genetic algorithm and a local search. Finally, the best swarm
configurations obtained have been tested on a number of unseen scenarios comprising different initial
robot positions to evaluate the robustness and stability of the achieved robot formations. The best
performing predictors exhibited speed increases of up to 3604 with respect to the ARGoS simulations.
The optimisation algorithm converged in 91% of runs and stable robot formations were achieved in
79% of the unseen testing scenarios.

Keywords: surrogate model; UAV; evolutionary algorithm; swarm robotics; formation control;
ARGOS simulator

1. Introduction

Robot formations, as a part of swarm intelligence, consist of a group of robots showing
a collective behaviour, which is usually achieved from emerging collaborations with the
objective of performing some specific global tasks. Unmanned Aerial Vehicles (UAVs), as
swarm members in a formation, can be arranged in a specific three-dimensional shape
to perform different types of missions, such as surveillance [1], synchronisation of space-
crafts [2], salvage missions [3], and localisation and mapping [4], as well as representing
dynamic deforming figures [5]. These types of missions usually present problems such as
the unknown initial positions of the swarm members, as well as the need for path planning
from these positions to the final locations. There is also a challenging adaptability to real
situations, e.g., asteroid observation or escorting a rogue drone (RD) out of a restricted area,
especially when there are collisions, communication losses, or robot failures. This problem
cannot be accurately represented using a mathematical model where UAV iterations, such
as collision avoidance manoeuvres, have to be taken into account. Therefore, a simulator is
frequently used to model these real-world problems.

Simulating a UAV swarm in a 3D space often uses a high amount of computing
resources (and time) to achieve high levels of accuracy, especially when using a multi-
physics robot simulator, e.g., ARGOS [6]. The use of a communication layer plus an inertial
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model for calculating each simulation step demands from seconds to minutes, depending
on the number of robots modelled [7]. Optimising these problems requiring simulations
rapidly becomes unaffordable, usually due to the high number of evaluations needed to
successfully obtain an optimal solution. Hence, an alternative technique, e.g., surrogate
models, has been proposed to successfully complete such studies.

Bayesian optimisation, as a surrogate model [8], can be used to estimate the fitness
value for the objective function during an optimisation process. It leads to an efficient
reduction in the computation times required to evaluate expensive optimisation problems.
Evolutionary algorithms (EAs) and gradient methods have been used in combination
with surrogate models [9]. They have been applied to different problems such as mod-
elling circuits and systems [10], forecasting wildfires [11], predicting noise emission and
aerodynamic performance of propellers [12], sustainable building design [13], and mod-
elling groundwater [14].

In previous research works [7], we have found evidence that the optimisation of
UAV formations consisting of swarms of more that ten robots requires a high number of
computationally expensive simulations, which makes it unaffordable in most cases. In
general, the required number of UAVs to efficiently surround a rogue drone is greater than
ten in such 3D formations where the virtual sphere’s radius could be several metres. We
study in this article the viability of using surrogate models based on Gaussian processes
(GPs) and artificial neural networks (ANNSs) as predictors of the UAV swarm behaviour
when arranged in formation. By doing so, we will be able to address the optimisation of a
greater number of UAVs, increasing the efficiency and utility of the robot formation.

The main contributions of this paper are:

1. The study, training, and testing of six surrogate models to predict the behaviour of a
UAYV swarm in formation.

2. Ahybrid EA (HEA) to be used as the optimisation algorithm for the parameters of our
formation system, which combines simulations and predictions to balance efficiency
and accuracy.

3. The evaluation of the optimised formation swarm in 150 unseen scenarios comprising
up to 30 UAVs in terms of accuracy and stability.

The rest of this paper is organised as follows. A review of the state-of-the-art research
related to our proposal can be found in the next section. In Section 3, we describe our
UAV formation system, the simulation model, and the six proposed surrogate models. The
optimisation approach is explained in Section 4, including a description of our optimisation
algorithm. The experiments and results are detailed in Section 5. Finally, Section 6 presents
the conclusions and future work.

2. Related Works

In this section, we analyse some recent works related to robot simulations using
surrogate models. A review addressing computational time, accuracy, and problem size
in surrogate models is available in [15], while in [16], the authors surveyed the use of
surrogate models in optimisation algorithms.

In [17], a surrogate-based method is used to set up a parameter of the Rossler chaotic
system to improve coverage of the CACOC (Chaotic Ant Colony Optimisation for Cov-
erage). The authors proposed Bayesian optimisation to efficiently explore the parameter
space, avoiding using costly simulations. Their results show that this method permitted
efficient exploration of a bifurcation diagram bypassing periodic regions, providing two
groups of points with excellent results in terms of coverage for the swarm.

In [18], the authors present a control system for a quadcopter using several machine
learning techniques. Time series, Gaussian processes, and neural networks are proposed
to calculate optimum control gains for a specific mission and overcome environmental
uncertainties. These predictors are used in an optimisation process and tested using
simulations. Their results show performance improvements when compared to nominal
control gains due to a better exploration of the search space.
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In [19], a surrogate model based on gene expression programming is proposed for
the optimisation of an autonomous underwater vehicle’s shape using computational fluid
dynamics. This surrogate model of resistance and surrounded volume is also compared
with the response surface model. The results obtained using a multi-objective particle
swarm optimisation are compared with hydrodynamic calculations. It shows that the
reduced computational cost when using the surrogate model and the model’s accuracy
improved the optimal shape design.

In [20], a mathematical-computational model for the control and navigation of robots
is proposed. The authors use a combination of a 2D cellular automata, Tabu search, ant
colonies, and greedy approaches for selecting elitist cells. Then, a genetic algorithm is used
to optimise the parameters for two proposed surrogate models. The main objective of this
system is the maximisation of area coverage by using a pheromone-based approach. The
validation of the models was performed using Webots simulator and E-Puck robots.

In [21], the authors present a surrogate approach using the Kriging method to optimise
the design of the delta wing and the canard wing of a tube—fan hybrid UAV. Moreover,
a multi-objective genetic algorithm is proposed with the objective of maximising the UAVs
lift and minimising the energy consumption. Computational fluid dynamics simulations
were used to validate the calculated solutions.

In [22], a distributed Bayesian optimisation framework for deep neuroevolution is
presented. An acquisition function is defined to mimic the actual model according to a set
of input parameters. The actual model is a neural network with its training dataset and the
proposed optimisation strategy, i.e., distributed swarm-based neuroevolution. The authors
use the proposed method for training various feed-forward neural networks for pattern
classification problems. Their results show a promising performance of the proposed
method, which has a reduced computational time for large deep learning problems.

In our present work, we analyse Gaussian processes as well as other methods to
calculate an accurate surrogate model for our problem, as some of the aforementioned
articles also do. Conversely, we use the best performing predictor to approximate the
results from simulations and speed up the optimisation of our 3D formation problem. We
have proposed an optimisation algorithm, i.e., a hybrid EA, different to those used in
related works, which allowed us to address bigger swarms with affordable execution times.

Summing up, in this article, we propose six surrogate models for the robot formation
problem, then train them and analyse the results in terms of accuracy and execution times.
After that, we optimise the UAV swarm parameters to achieve stable formations around a
central point of interest, e.g., a rogue drone, and test the best configurations in a variety
of different initial UAV positions. To the best of our knowledge, no previous work has
proposed the comparison of these six surrogate models for robot formation simulations
and their use in a hybrid evolutionary optimisation.

3. Proposal

We propose an alternative method for evaluating autonomous UAV swarm forma-
tions using surrogate models to reduce evaluation times and increase the accuracy of the
optimisation algorithms. In doing so, we are able to increase the size of the UAV swarm,
addressing problem instances bigger than in our previous studies. In the following sections,
we describe our formation algorithm, the simulation environments, and the proposed
surrogate models. After that, a hybrid evolutionary algorithm is proposed to optimise the
formation’s parameters using evaluations based on predictions from the surrogate models
and actual values from simulations.

3.1. Distributed Formation Algorithm® (DEA3)

The distributed formation algorithm?® (DFA®) [7] was designed to arrange robots at the
vertices of a convex polyhedron surrounding a central point of interest, e.g., a rogue drone
trespassing a restricted area. Each UAV calculates its relative orientation and distance to
the rest of UAVs based on the beacon signals received from each swarm member. This
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formation algorithm does not rely on any localisation system, such as GPS, and it works
on dynamic scenarios, as the UAV positions are calculated with respect to the other UAVs
and to the rogue drone (RD) using attracting and repelling forces to achieve a stable
equilibrium. Figure 1a shows fourteen UAVs surrounding a central rogue drone and the
attracting/repelling forces between them, while Figure 1b shows the attracting /repelling
forces between the central rogue drone and the other UAVs. Only forces involving UAVs i,
j, and k were explicitly named as examples, to make sure the figures are comprehensible.
As the UAVs move, these forces change their orientation and intensity until the final
stable positions are achieved. Hence, each UAV does not have a fixed final position in the
formation that is known in advance. In our experiments, the central object is tracked using
its own radio signal. However, other methods can be used such as LIDAR (light detection
and ranging) or images from onboard cameras.

(b) -

VAV,

S o

Figure 1. Swarm of fourteen UAVs escorting the rogue drone at the centre. (a) Attracting/repelling
forces between UAVs. (b) Attracting/repelling forces between UAVs in the swarm and the rogue
drone. Only forces involving the UAV;, UAVj, and UAV|, are represented.

The formation problem is defined by P = (G,co,S,C), where the distance graph
is givenby G = (V,E,D), where V. = {UAV},...,UAVy} are the UAVs in the swarm,
E = {(i,j) € V x V} are the edges of the graph indicating the swarm connectivity, and

= {d(i,}),V(i,j) € E} are the distances between UAVs (D;ay). Moreover, co stands
for the central object, the distances between the robots and the central object are given by
S ={d(co,u),u € V}, and the problem’s constraint is given by C = Vd(co,j) € S,d(co,j) =
DcenTrE, Where DepnTrE is the desired distance to the formation centre (sphere radius).

We have observed that stable UAVs formations are frequently hard to achieve, as solv-
ing this problem implies taking into account constraints such as the absence of absolute
positions, limited communication ranges, and unknown initial conditions. We have pro-
posed in [7] four parameters for the swarm to address these difficulties: a distance threshold
DrhresgoLp to control the attracting/repelling movement between UAVs, the minimum
distance Dy, to the formation centre (wWhere the rogue drone is), the intensity of the attract-
ing/repelling force FcpnTrE With respect to the central object, and the UAV speed, SPEED.

The block diagram of our DFA? is detailed in Figure 2 and its pseudocode can be
found in [7]. Each UAV executes the same algorithm using the swarm’s optimal parameters
and formation radius, i.e., the desired distance to the rogue drone DcpyTrE, Which is a
constant value. Once the vector 7 = {ry, Ty, rz} is initialised, a calculation of the forces
with respect to the other UAVs is performed based on the received beacons and the given
distance threshold DrrresHorp- In the next step, the same calculation is performed, taking
into account the rogue drone at the centre of the desired spherical formation, using the
values of Dy and the extra intensity FcpnTre. The calculated inclination 6 and azimuth
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¢ are finally obtained from the resulting vector 7 to be used as the new moving direction
(in 3D space) for the UAV.

rx, ry,rz — (0, 0, 0) —\

BEACONS from the others UAVs
- range, bearing — f(BEACON)
- X, 1y, rz ~ f(range, bearing, Dypesporp)

v

e N\

BEACON from the ROGUE DRONE
- range, bearing — f(BEACON)
- IX, 1y, rz — f(range, bearing, Dy;n» Feentre)

0, ® ~ f(rx, ry, rz) /

Figure 2. Block diagram of the distributed formation algorithm? (DFA3).

The range of the first three UAVs’ parameters depends on the desired distance

DcenTRE, i€, Draresaorp, Dvin € [3 % Deentre — 3 X Deentre), Feentre € [ %
DcenTrRE — 30 X DCENTRE]/ while the UAVs’ Speed range is SPEED € [1 — 200}

3.2. Formation Fitness

We have improved the fitness function proposed in [7] to also take into account
incorrect configurations producing UAV collisions. The fitness function F(¥), shown in
Equation (1), is used to evaluate the formation of N UAVs in terms of shape, distance to
the centre, and how equally spread the robots are (avoiding local clusters). If there are
collisions (the distance between two UAVs is lower than I' = 1 metre), a penalisation value
(¥ = 50) is used as a result of F(X). Otherwise, three terms are involved in the calculation.
The minimum error (Em (X)) and maximum error (EM(X)) are both calculated using the
distance from every UAV in the swarm to the centre with respect to the desired distance
Dcentre- The last term (D(X)) is present to evaluate the UAV distribution throughout
a virtual sphere of radius DcpnTrE. These terms are to be minimised to obtain accurate
formations. Thus, the lower the value of F(X) the better.

P(F) = L4 ifé(l,m)<T,Vlme{l...N},| #m 1)
N Em;(X) + EM;(X) + D;(¥) otherwise

Em(X) = | miné(i, centre) — Dcpntrel, 1€ {1...N} )

EM(??) = |max5(i, C€1’lf1’€) — DCENTRE‘/ i€ {1 . N} 3)

D(}?) = |20>< DCENTREfmin5(l,m)|, Vl,m € {1N},l #m 4)

3.3. ARGoS Simulations and Scenario Modelling

The formation scenarios were modelled in ARGoS [6], a robot simulator capable of
efficiently simulating large-scale swarms of robots of any kind. The selected robot model
was the Spiri UAV [23] (a 47 x 47 x 9-centimetre quadrotor), while the communications
were implemented using the ARGoS’ Range and Bearing model (Figure 3). Each UAV only
has access to the relative distances and angles to the other swarm members and to the
rogue drone, calculated from the received beacon signals. The UAVs start at different initial
positions and move towards the rogue drone, avoiding collisions and arranging in a stable
formation. During their journey, they are subject to many iterations which make the final
positions hard to calculate without using a simulator.
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Figure 3. Robot formation in the ARGoS simulator (swarm of five UAVs). Communications among
swarm members are in blue. Rogue drone detections are in red.

The DFA3 is executed onboard each UAV and was parameterised using the aforemen-
tioned formation parameters, i.e., Dryresgorp, Dmin, FcenTre, and SPEED. Obtaining
a stable formation depends on the values of these parameters, requiring an optimisation
process which takes into account the distance to the centre (DcpyTrE) and the number of
UAVs. In this article, we propose the study of swarms of three, five, ten, fifteen, and thirty
UAUVs, tripling our previous studies. This can only be possible if we use surrogate models
to replace the costly simulations.

3.4. Realistic Simulations vs. Surrogate Models

We initially tested our formation algorithm in a 2D environment using E-Puck2
robots [24] and also compared it with other approaches. We then proposed an exten-
sion of the algorithm to deal with 3D formations using UAVs [7]. The inherent complexity
of this problem required the use of a meta-heuristic, e.g., our HEA, to successfully calculate
the optimal parameters of the formation algorithm. As aforementioned, evaluating each
configuration required costly simulations using detailed dynamics. Although our HEA
successfully optimised the parameters of the DFA3, we observed that the whole process
was taking too long for large swarms (720 h for 30 runs optimising a swarm of 10 UAVs),
limiting the number of UAVs we were able to use. Therefore, in this article, we study the use
of surrogate models [25] to speed up the evaluation of the formation parameters, allowing
not only having more robots in the swarm (we plan to reach 30 UAVs), but also allowing
more accurate optimisations by increasing the number of evaluations and improving the
optimisation algorithm’s solutions.

3.5. Surrogate Models

We propose six surrogate models to predict the result of the ARGoS simulations in
order to reduce evaluation times. Five are based on Gaussian processes and the sixth uses
an artificial neural network. We describe them in the following.
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3.5.1. Gaussian Processes (GPs)

Bayesian optimisation aims to solve black box problems by generating surrogate
models of the problems using Gaussian processes (GPs) [26]. GPs are both interpolators
and smoothers of data and can be used as effective predictors when the solutions’ landscape
(F(X) in our study) is a smooth function of the parameter space. It calculates a distribution
of the objective function by sampling promising zones of the solution space. The Gaussian
distribution associated with the training data is given by a mean vector and a covariance
matrix, calculated by a kernel function. We propose testing five different kernel functions,
gp_lin (linear), gp_sexp (squared exponential), gp_nn (neural network), gp_m32 (Matérn
v = 3/2),and gp_m52 (Matérn v = 5/2), provided by the R package “gplite” [27]. We set
up 1000 maximum iterations and 100 restarts for training each of these predictors.

3.5.2. Artificial Neural Network (ANN)

Artificial neural networks (ANNs) have been used in numerous machine learning
research works in recent years. We propose an artificial neural network with four neurons
as inputs corresponding to our problem’s variables, one output neuron, and five neurons
in the hidden layer (experimentally chosen taking into account the required training time).
The activation function used was logistic, except for the output neuron, which used a linear
function to fit our problem characteristics. We used resilient backpropagation (RPROP) with
weight backtracking [28] during the training process, which performs a direct adaptation of
the weight step based on local gradient information. We used the recommended learning
rate factors 7~ = 0.5 and 7 = 1.2. RPROP has the advantage that for many problems,
no choice of parameters is needed to obtain optimal convergence times. We used the R
package “neuralnet” [29] to implement this predictor and trained it for 100 epochs to select
the best calculated network (minimum error).

4. Optimisation Approach

Our optimisation algorithm is a hybrid evolutionary algorithm (HEA) whose block
diagram is shown in Figure 4. It consists of a first stage where a genetic algorithm (GA)
uses the first 95% of evaluations (950 in our study) to explore the solution space, converging
to competitive solutions [30]. After that, a local search (LS) explores the neighbourhood of
the best solution found by the GA to improve the algorithm’s result by using a high-level
relay hybridisation (HRH) approach [31].

Genetic algorithms mimic processes present in evolution such as natural selection, gene
recombination after reproduction, gene mutation, and the dominance of fittest individuals
over the weaker ones. Our proposed GA follows a steady-state design, where an offspring
of A = 10 individuals is obtained from the population # = 100, so that the auxiliary
population Q contains a subset of individuals from the population pop.

Following the HEA diagram, first of all, the Initialisation function fills the popula-
tion pop(0) with y random individuals. Secondly, the main loop is executed until the
termination condition is fulfilled (950 evaluations). Binary Tournament [32] was used
as the selection operator, Uniform Crossover [33] was used as the recombination opera-
tor (P; = 0.9), and Integer Polynomial Mutation [34] was used as the mutation operator
(Pm = 1/L = 0.25), where L is the length of the solution vector. After each generation,
an elitist replacement was used to update the algorithm population. Note that for the initial
population and each 10 generations, ARGoS simulations were used to evaluate the indi-
viduals in order to update their fitness value if needed. Otherwise, the faster predictions
provided by a surrogate model were used.

After the GA stage, the best solution obtained becomes the starting point of the hill
climbing algorithm [35] (HC). It explores the best solution neighbourhood during the last
50 evaluations following the gradient of the solution with the best fitness, improving the
solution found by the GA. At each iteration of the HC algorithm evaluates the solutions
next to the current best one, keeping it in case of finding a better fitness. Therefore, once
we first explored the search space using the GA, we exploit the best solution found using



Appl. Sci. 2023, 13, 5989 8 of 16

the proposed HC. The HC algorithm does not require any parameterisation other than the
maximum number of evaluations.

INITIALIZATION(u)

Pop()

YES
N, > 0.95 * MAX_EVs ?

SELECTION(Q\)

| RECOMBINATION(p,) |

& 18 | NEIGHBOURS(best) |
Q
= MUTATION(p,,) *
H EVALUATION :
EVALUATION E ' E
. ARGOS :
9 T =S i SIMULATION :
r S? 1 H E :
SURROGATE ARGoS
PREDICTION SIMULATION :

: REPLACEMENT :

Figure 4. Block diagram of the hybrid evolutionary algorithm (HEA).

5. Experiments and Results

In this section, we describe the proposed case studies, the experiments conducted,
and their results. A schema presenting all the experimentation processes is shown in
Figure 5. First, actual data are collected from the simulated scenarios to train the surrogate
models. Second, once the six surrogate models have been trained, they are tested using
the testing dataset to select the best performing predictor for the next stage. Third, now
the optimisation of the swarm parameters is conducted using the DFA?, the selected
surrogate model, and the ARGoS simulations to evaluate the individuals of the HEA.
Finally, the optimal parameters are used to test our formation algorithm on 30 unseen
scenarios per case study to address its robustness. The source code of the DFA3, the problem
instances, surrogate models, and datasets are available at https://gitlab.uni.lu/adars/dfa3

(accessed on 9 May 2023).
( \ RIS )
DATA SURROGATE h HYBRID UAV SWARM
COLLECTION MODELS EVOLUTIONARY FORMATION
ALGORITHM
TRAINING SURROGATE OPTIMAL SWARM
DATASET TRAINING MODEL CHOSEN CONFIGURATION
TESTING » »
DATASET TESTING ] SURROGATE ARGo0S
\ MODEL SIMULATIONS
ARGoS ARGoS UNSEEN
SIMULATIONS SIMULATIONS SCENARIOS
|
\ 4
OPTIMISATION ROBUSTNESS
—

Figure 5. Schema of the experiments proposed. First, data are collected from ARGoS simulations to
train the surrogate models and test them. Second, the best surrogate model is used by the proposed
hybrid EA to optimise the UAV swarm parameters. Finally, the optimal parameterisation is tested on
a set of unseen scenarios to address the system robustness.
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5.1. Case Studies and Scenarios

We propose five case studies comprising swarms of three, five, ten, fifteen, and thirty
UAVs. We have calculated 100 scenarios per case study where the UAVs begin the simu-
lation at different positions, away from the rogue drone at the centre, in order to address
different initial conditions which also require different trajectories to achieve the desired
formation. The UAVs' initial positions for each case study are shown in Figure 6, where
each scenario is represented by a different colour. In addition, a 10 metre radius sphere
has been left empty at the centre to simulate the UAVs approaching the rogue drone from
different distant points.

Initial Positions - 3 UAVs Initial Positions - 5 UAVs

1 +2 <3 <4 5 .6 +7 +8 9 +10 +11 +12 +13 14 +15 +16 1 +2 3 -4 -5 <6 <7 +8 +9 +10 <11 +12 +13 +14 -15 +16
©17 +18 +19 20 +21 +22 +23 24 25 +26 +27 +28 29 +30 +31 +32 ©17 +18 +19 +20 21 +22 +23 +24 25 +26 +27 +28 29 +30 +31 +32
©33 +34 +35 +36 +37 +38 +39 +40 <4l 42 +43 +44 +45 46 +47 +48 ©33 +34 435 +36 +37 +38 +39 +40 41 +42 +43 +44 45 +46 +47 48
“49 +50 +51 +52 +53 +54 +55 +56 +57 +58 +59 +60 +61 +62 +63 *+64 ©49 +50 +51 +52 53 +54 +55 +56 57 +58 +59 +60 61 62 +63 *64
“65 +66 +67 +68 +69 +70 +71 +72 <73 +74 +75 +76 <77 <78 +79 +80 ©65 +66 +67 +68 +69 +70 +71 +72 73 +74 +75 <76 =77 +78 +79 80
©81 +82 83 84 -85 +86 -87 88 89 90 -91 -92 <93 94 95 96 ©81 +82 +83 -84 -85 86 -87 -88 -89 90 -91 -92 -93 ‘94 95 96
97 98 99 100 97 98 99 100

1 2 <3 <4 5 .6 +7 +8 <9 +10 +11 +12 +13 <14 +15 +16
©17 +18 +19 +20 +21 +22 +23 +24 25 +26 +27 +28 29 +30 +31 +32
©33 +34 435 +36 +37 +38 +39 <40 41 +42 +43 <44 45 +46 +47 48
“49 +50 +51 +52 +53 +54 +55 +56 +57 +58 59 +60 +61 +62 +63 *+64
©65 +66 +67 +68 69 +70 +71 +72 73 +74 +75 <76 =77 +78 +79 80
©81 +82 +83 84 -85 +86 -87 88 -89 90 -91 -92 -93 94 95 96
97 98 99 100

Initial Positions - 15 UAVs

1 +2 <3 <4 5 <6 +7 +8 <9 +10 +11 +12 +13 14 +15 +16 1 +2 3 -4 <5 <6 <7 +8 +9 +10 <11 +12 +13 +14 +15 -16
©17 +18 +19 20 +21 +22 +23 +24 25 +26 +27 +28 29 +30 +31 +32 ©17 +18 +19 +20 21 +22 +23 +24 25 +26 +27 +28 29 +30 +31 +32
©33 +34 435 +36 +37 +38 +39 <40 +41 +42 +43 =44 +45 +46 +47 48 ©33 +34 435 +36 +37 +38 +39 +40 41 +42 +43 <44 45 +46 +47 48
©49 +50 +51 +52 +53 +54 +55 +56 +57 +58 +59 +60 +61 +62 +63 64 ©49 +50 +51 +52 53 +54 +55 +56 57 +58 +59 +60 61 62 +63 *64
“65 +66 +67 +68 +69 +70 +71 +72 <73 +74 +75 +76 <77 <78 +79 +80 465 +66 +67 +68 +69 +70 +71 =72 73 +74 +75 <76 =77 +78 +79 80
©81 +82 +83 84 -85 +86 -87 88 89 90 -91 92 -93 94 95 96 ©81 +82 +83 -84 -85 86 -87 -88 -89 90 -91 -92 <93 ‘94 95 96
97 98 99 100 97 98 99 100

Figure 6. UAVs’ initial positions for the five case studies (100 scenarios per case study). The UAVs in
each scenario are represented by a different colour.
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These scenarios were modelled in ARGoS using the Spiri UAV model. We worked in
an area of 30 x 30 x 30 m. However, the system can be adapted to other area dimensions
by scaling the UAVs’ parameters appropriately [24]. The formation radius (DcpnTrE) Used
was three metres for swarms of three, five, and ten UAVs, whereas four and five metre radii
were used for swarms of fifteen and thirty UAVs, respectively. This was necessary since
more UAVs require more space to form a successful formation in order to avoid collisions.
The characteristics of the proposed case studies are detailed in Table 1.

Table 1. Characteristics of the five proposed case studies.

# UAVs # Scenarios Dimensions DCENTRE
3 100 30 x 30 x 30 3m
5 100 30 x 30 x 30 3m
10 100 30 x 30 x 30 3m
15 100 30 x 30 x 30 4m
30 100 30 x 30 x 30 5m

The UAVs move in the direction provided by the DFA? running onboard, keeping
the parametrised speed (SPEED). Since the same repelling forces between UAVs prevent
them from being too close to each other, no extra collision avoidance algorithm was needed,
providing the swarm parameters are optimal, allowing it to work as intended.

5.2. Experimental Setup

The optimisation algorithm was implemented using the jMetalPy package [36]. Our
experiments were executed in parallel runs using computing nodes of the HPC facilities
of the University of Luxembourg [37], equipped with Intel Xeon Gold 6132 @ 2.6 GHz
processors and 128 GB of RAM.

5.3. Data Collection

We calculated the training and testing dataset from ARGoS simulations using ran-
domly generated parameters for each UAV swarm. The training dataset consisted of
300 configurations for each swarm and their corresponding fitness value, which was cal-
culated as shown in Equation (1). The testing dataset was obtained from the evaluation
of 2700 configurations per case study. We removed the configurations that ended up in
UAV collisions, usually happening when the swarm was misconfigured. They represent
discontinuities in the fitness function which unnecessarily complicate the training process
and it would have been unfair if we had used them later for testing the surrogates” accuracy.

5.4. Surrogate Training

For training the proposed predictors, we calculated the aforementioned training
dataset. We propose the Mean Square Error (MSE) as a metric to evaluate the predictors’
accuracy. It is calculated as shown in Equation (5), where 7 is the number of data points, Y;
are the observed values (from ARGOS), and Y; are the estimated values (from predictors).

1& S0
MSE=-) (Y;-Y;
L)

Q)

Table 2 shows the results of the training of the six predictors using surrogate models.
The number of observations is lower when the number of UAVs is higher, as collisions
are more likely to happen, increasing the number of invalid parameter values. GP using
neural networks as the kernel function (gp_nn) showed the most accurate results in terms
of the MSE. ANN as a predictor showed an accuracy comparable with the rest of the GPs,
although they were not the most competitive results. Note that the GP using a linear kernel
did not converge for swarms of five UAVs.
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Table 2. MSE values for the training process of predictors based on GPs and an ANN. Note that
gp_lin (*) did not converge for five UAVs. Best values are in bold.

#UAVs # Obs. gp_lin gp_sexp gp_nn gp_m32  gp_mb52 ann

3 238 13.030 6.138 5.081 5.408 5.835 10.010
5 192 *11.665 4.059 3.643 3.720 3.898 5.295
10 118 7.542 2.236 0.995 1.759 1.926 2.525
15 119 12.042 5.083 4.486 4.747 4.980 4.398
30 86 16.882 6.224 5.735 5.926 6.187 6.220

Table 3 shows the elapsed training times for each predictor. It can be seen that GP
models are quite fast compared to the ANN (61.3 times faster on average). All models
exhibit that their training speed depends on the size of the training dataset, as expected.

Table 3. Elapsed training times in seconds for the six predictors. Note that gp_lin (*) did not converge
for five UAVs. Best values are in bold.

#UAVs # Obs. gp_lin gp_sexp gp_nn gp_m32  gp_m52 ann
3 238 0.457 1.211 2.012 1.021 1.128 45.934
5 192 *6.224 0.558 0.769 0.938 0.940 29.205
10 118 0.093 0.198 0.406 0.362 0.345 9.399
15 119 0.195 0.337 0.396 0.327 0.327 2.077
30 86 0.122 0.294 0.182 0.260 0.220 0.772

Taking into account the training times plus their accuracy during the training stage, GP
models look promising as surrogate models for the simulations of UAV swarm formations.
In the next section, we test all the calculated predictors on a number of unseen scenarios
and configurations to address their accuracy beyond the training dataset.

5.5. Surrogate Testing

Testing the surrogate models consisted of calculating the MSE values using the pre-
dicted values and the actual fitness values obtained from ARGoS simulations. Table 4
shows the MSE values for each predictor. As we did during the training stage, the configu-
rations producing UAV collisions were removed as they were not taken into account. It can
be seen that all GP predictors (except gp_lin) performed well, with gp_nn being the most
promising one, despite Matérn being slightly better for swarms of ten robots. As observed
during the training process, the proposed ANN predictors did not produce results good
enough to compete with GPs.

Table 4. MSE values for the predictions performed using the GP and ANN models compared with
ARGOoS simulations. Best values are in bold.

#UAVs #0Obs. gp lin gp_sexp gp nn gp m32 gp m52 ann
3 2220  12.564 6.596 6.199 6.279 6.399 8943

5 1853  13.483 5.471 5.146 5.231 5314  6.938

10 1096  11.680 3.977 3.966 3.841 3.872 5319

15 923 15.797 4.635 4.349 4.455 4563  4.879

30 728 20.714 6.258 6.004 6.115 6.250  8.622

We also studied the time elapsed for calculating the fitness for a given configuration of
a UAV swarm using the different surrogate models and compared them to simulations using
ARGOS. Table 5 shows the different average execution times calculated from 30 evaluations
per swarm. We can see that all the surrogate models are faster than ARGoS simulations,
as expected. Moreover, the elapsed prediction times showed minimal variations with
respect to the number of UAVs. This is especially interesting for 30 UAVs, where the
achieved increase in speed was more than 3600.
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Table 5. Average computing times in seconds for the six predictors compared with the corresponding
ARGOoS simulations (30 testing scenarios). Best values are in bold.

#UAVs ARGoS gp_lin gp sexp gp.nn gp m32 gp_m52 ann Speed-Up

3 6.601 0.190 0.190 0.190 0.191 0.190 0.122 54.1
5 10.169 0.191 0.191 0.195 0.190 0.191 0.124 82.0
10 24.342 0.190 0.190 0.188 0.190 0.190 0.124 196.3
15 83.414 0.191 0.191 0.191 0.190 0.189 0.125 667.3
30 446939  0.189 0.194 0.193 0.191 0.192 0.124 3604.3

Mean: 114.293  0.190 0.191 0.191 0.190 0.190 0.124 920.8

In the following section, we use the surrogate model based on gp_nn to predict the
fitness value of the different configurations calculated during the optimisation of the UAV
swarm using our proposed HEA.

5.6. Evolutionary Optimisation

We performed 30 runs of our proposed HEA per case study to optimise the swarm
parameters using surrogate models combined with ARGoS simulations. We have optimised
one new, unseen scenario (different initial conditions from all the included in the training
and testing datasets) to test the surrogate model (gp_nn) in an unseen situation. The
achieved optimisation results are shown in Table 6 which presents the minimum and mean
fitness values obtained from the 30 runs and their standard deviation. Moreover, the mean
elapsed time is reported, which was about one and a half hour for 10 UAVs. It shows the
improvement associated with the use of surrogate models, as we spent 9 h per run in our
previous work [7] based only on simulations (now it is 6.4 times faster). This also allowed
us to optimise swarms of 15 and 30 UAVs in a reasonable time, e.g., 2.6 and 19.8 h on
average, respectively. Given the stochastic nature of the initial population of the HEA, some
optimisation runs did not converge (1 for 5 UAVs and 12 for 15 UAVs), despite beginning
with 100 randomly generated individuals. In the following section, we evaluate how robust
these configurations are when tested on 30 unseen scenarios.

Table 6. Results from the optimisation of one new, unseen scenario for each case study. Best values

are in bold.
Fitness Time (minutes)
#UAVs Converged
Mean StDev Minimum Mean St Dev Maximum
3 2.804 0.625 1.217 13.570 0.781 15.332 100.0%
5 6.770 8.245 3.833 29.429 2.185 32.924 96.7%
10 6.033 0.370 5.348 85.214 10.352 115.564 100.0%
15 26.699  19.390 8.055 157.386  42.317 225.209 60.0%
30 10.356  0.887 9.419 1188.376  91.172 1449.161 100.0%

5.7. Robustness Evaluation

We evaluated the optimisation process in terms of accuracy and reliability in the
previous section. Now, we also want to address the robustness of HEAs solutions. Having
been initially fitted to one particular scenario, now they are tested on a new set of 30 unseen
scenarios per case study. To do this, we run the corresponding ARGoS simulations using
the calculated swarm configuration and collected data from the formation achieved by
the swarm.

Table 7 shows the evaluation of the formation through the obtained fitness values,
the distance between UAVs (Dyay), and the distance to the rogue drone at the centre (Drp)
for all the scenarios in which a successful formation was achieved. It can be seen that the
measured Drp was always closer to the desired DcpnTrE, i-€., 3 m for 3, 5, and 10 UAVs;
4 m for 15 UAVs; and 5 m for 30 UAVs. The distance between UAVs (Dyay) showed little
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variations, representing equally spaced UAVs in the formation, except for the most difficult
case, i.e., 30 UAVs, although the variation is still lower than 13%. We have observed that
for swarms of 10, 15, and 30 UAVs, there were some formation attempts that failed: 9,
13, and 10. Observing more than 50% successful formations is a good result, as the HEA
has optimised only one particular scenario, in contrast to the 30 tested in this section. An
increase in the robustness can be easily achieved by optimising not just one but several
scenarios in parallel and using the average fitness values obtained to evaluate each swarm
configuration, as has been previously observed in [7,24].

Table 7. Fitness, distance between UAVs, and distance to the rogue drone in metres, all collected from
the tests performed on 30 unseen scenarios per case study. Best values are in bold.

Fitness DUAV DRD
#UAVs Formation
Mean StDev Mean StDev Mean StDev

3 3.673 0.698 5.116 0.104 3.058 0.001 100.0%

5 5.602 1.032 4.765 0.030 3.070 0.002 100.0%
10 7.119 0.625 4178 0.083 3.011 0.001 70.0%

15 10.790 0.492 5.758 0.009 4.098 0.001 56.7%
30 11.156 0.886 5.783 0.727 4991 0.012 66.7%

Finally, we present in Figure 7 the final positions achieved by the UAV swarm in all
the working formations. Although it is not easy to appreciate how the UAVs are arranged
in a virtual sphere, this figure complements the data reported in Table 7, where each colour
corresponds to a different scenario. Moreover, each sphere radius is in accordance with the
desired distance to the centre, i.e., 3 m for 3, 5, and 10 UAVs; 4 m for 15 UAVs; and 5 m for
30 UAVs.
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Figure 7. UAVs' final positions for the five case studies (scenarios ending in stable formations). The
UAVs in each scenario are represented by a different colour.

6. Conclusions

In this article, we have proposed the training and testing of six surrogate models to be
used as predictors of the formation accuracy of swarms of three, five, ten, fifteen, and thirty
UAVs. We have defined the formation problem, described by our distributed formation
algorithm (DFA3), and proposed six predictors, five based on Gaussian processes (GPs) and
one based on an artificial neural network (ANN). Then, we have calculated two datasets
using real ARGoS simulations. The first was used to train the predictors and the second was
used to test their accuracy in terms of the median square error (MSE) and the computation
time. After that, we optimised a new scenario (different initial UAV positions) using our
proposed hybrid evolutionary algorithm (HEA) to obtain optimal configurations for each
UAV swarm. Finally, we tested the best configurations achieved on 30 unseen scenarios per
case study to evaluate the robustness of the calculated configurations.

Our results show that GP predictors using a neural network kernel achieved the
best results in accuracy and they were also very competitive in terms of execution times,
achieving speed increases of up to 3604 with respect to the ARGoS simulations. This allowed
us to experiment with UAV swarms featuring up to 30 UAVs, which was impossible to
do when we used only ARGOS simulations. During the optimisation process, the HEA
converged in most of the runs (96.7% for 5 UAVs, 60% for 15 UAVs, and 100% for the
rest). The main reason for not having 100% convergence was due to the lack of valid
configurations in the initial population of the HEA, which were then difficult to produce
during the evolutionary process. Finally, when testing the best achieved configurations,
we obtained 100% successful formations for 3 and 5 UAVs, 70% for 10 UAVs, 56.7% for
15 UAVSs, and 66.7% for 30 UAVs. These numbers can be further improved if needed,
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after optimising a higher number of scenarios simultaneously, instead of just one as we
have done during our optimisation approach. However, this would require more parallel
evaluations as well as longer optimisation runs. All in all, we found that in the most
difficult situation (only one optimisation scenario), our formation proposal based on the
DFA3, surrogate models, and ARGoS simulations plus the HEA worked on 79% of the new,
unseen scenarios where it was tested, reducing optimisation times by 920% on average.

We have observed some limitations of the proposed method, including the need to
train the predictors with a set of random scenarios, which may not be a good representation
of the problem characteristics, the impossibility of including the scenarios that ended up in
UAV collisions in the training sets, and although the majority of formations were stable,
21% of unstable formations were due to the UAVs not forming a virtual sphere around the
rogue drone.

In future work, we aim to pursue this research line, trying different training strategies,
e.g., implementing k-fold cross validation to increase the model accuracy. We plan to
validate our proposal using real UAVs, such as Bitcraze’s Crazyflies. This would require
increasing the number and diversity of optimisation scenarios to ensure that the DFA3
could be used for a variety of initial conditions.
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