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Abstract

:

The calculation of weight and mass in aquaculture systems is of great importance, since with this task, it is decided when to harvest; generally, the above is manipulating the body manually, which causes stress in the fish body. Said stress can be maintained in the fish body for several hours. To solve this problem an improved method was implemented using artificial intelligence, near-infrared spectroscopy camera, Haar classifiers, and a mathematical model. Hardware and software were designed to get a photograph of the fish in its environment in real conditions. This work aimed to obtain fish weight and fish length in real conditions to avoid the manipulation of fish with hands for the process mentioned, avoiding fish stress, and reducing the time for these tasks. With the implemented hardware and software adding an infrared light and pass band filter for the camera successfully, the fish was detected automatically, and the fish weight and length were calculated moreover the future weight was estimated.
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1. Introduction


Imaging object detection, nowadays, is widely used to identify objects. However, the most advantageous to the classification of moving objects [1], especially underwater object detection, has been a challenge because the water influences the recognition of the object [2]. The use of image analysis has produced applications that help in the agriculture to medicine fields [3]. On the other hand, in aquaculture, multiple tasks can be performed using imaging detection. However, there are also modern practices involving automation and intelligent technology [4]; technology such as the internet of thing (IoT) helps to obtain data from the tank culture with the use of sensors and avoid poor levels of oxygen, water contamination, parasites, or disease transmission [5]. Additionally, some examples are the regression methods used in aquaculture for the management and water quality predictions, time series methods, artificial neural network methods, and support machine methods [6]. Moreover, agriculture 4.0 contributes to the development of agriculture because crops can be cultivated much easier with less effort in less time, as well as every time the growing variables can be monitored by a sensor and displayed on a PC or cell phone screen: digital technologies such as cyber-physical (CPS), artificial intelligence (AI), wireless sensor networks (WSN), big data analytics (BDA), autonomous robots systems (ARS), and ubiquitous cloud computing (UCC) [7].



An essential aspect of aquaculture farms is fish growth; the fish’s body length and width are related to fish weight. This information calculates the feeding ratio, fish size classification, and harvest [8]. Regularly, these data are collected manually, transforming into an expensive and tiring, as well as a waste of time, experience for intensive systems [9]; moreover, handling the fish with hands causes stress to it, and stress causes cortisol. It is accepted that long-term elevation in cortisol results in reduced food intake and growth in fish [10]. In addition to avoiding stress fish, there are different non-invasive methods, such as mathematical models or the length–weight relationship (LWR). They are based on numerical observations that can estimate fish biomass [11]; moreover, there is substantial demand for automatic fish monitoring systems, because these could improve efficiency and reduce the labor requirements in the aquaculture industry [12]. A machine vision system (MVS) consists of an image acquisition system, image processing, and statistical analysis [13], and MVS is a non-invasive technique for estimating fish mass and size, which has been attracting the interest of researchers because it avoids stress and injury [14]. Another vital aspect of MVS is that these fish sampling systems involve two tasks: fish detection, which discriminates fish from non-fish objects in underwater videos, and fish species classification, which identifies the species of the detected fish [15]. The quality of the images will depend on the light conditions at the time of the shooting; otherwise, if this factor is ideal, more accurate processing results will be achieved [16].



Some aquaculture installations have poor lighting, and near-infrared (NIR) computer vision technology is not affected by visible light intensity. It can obtain good imaging results in relatively dim light environments [17]. The NIR had other advantages: autofluorescence, deeper tissue penetration, and minimum photodamage to biological samples [18]. Additionally, the NIR has the rapid acquisition of sample data, the potential for simultaneous determination of several parameters, and the ability to replace destructive, expensive, and time-consuming conventional reference methods [19]. Another tool is Haar cascading by machine learning method; this uses a classifier from many positive and negative photos [20]; the advantage of using the machine learning method is short detection time, high detection rate, and strong adaptability to light changes [21]. In the case of machine vision system, ref. [1] used convolutional neural network and machine vision to provide an automatic method for grading fish feeding intensity; additionally, ref. [2] used a machine vision system including a multi-column convolution neural network (MCNN) and deeper dilated convolution neural network (DCNN) for counting fishes; finally, ref. [3] used machine vision, acoustics. and sensors to analyze fish behavior in pro of production and management decisions.



This article aims to show a non-invasive method to obtain fish weight using image NIR plus Haar cascading classifiers. These tools are used to segment the fish and obtain fish length, then obtain accurate weight measurements with a mathematical model. Generally, the mathematical models used for aquaculture are logistics, exponential, Michaelis-Menten, Gompertz, Von Bertalanffy, and Janoschechk. Finally, this work is different from others; in the first instance, it used an infrared camera adding a pass-band filter lens to reduce the wavelength, obtain more focus in capturing the fish, and avoid the noise that can interfere; it also used Haar classifier to identify the fish in the culture system, and compared with other works, they used more complex analysis such as the convolution neural network, multi-column convolution neural network, artificial neural network, or wavelet; lastly, the system used a mathematical model to estimate fish future weight and length.




2. Materials and Methods


2.1. System Design


An essential aspect of the experiment was how to get the pictures; for this task, a way to place all the used elements was implemented, and it is shown in Figure 1.



Each number specifies an element:




	
PC was used with the NIR camera and MATLAB 9 software to program the Haar cascade classifier.



	
NIR camera iDS brand, made in Germany, Dimbacher Str. 10, UI-3240CP-NIR-GL model, this camera is infrared sensitive in the near-infrared range. The equipment was obtained in the web page of the brand.



	
Kowa lens sensor size 2/3″, focal length 1.4–12 mm, C mound, and this lens has a passband filter. The equipment was obtained in Midwest Optical System.



	
The species used in this case for the experiment was tilapia used.



	
Glass fishbowl 30 cm long × 20 cm wide × 22 cm high.



	
Infrared lamp INF-L-DBLIR082/16H.



	
Lighting controller, CCS Inc. (Tokyo, Japan) PD3-5024-4-EI(A); lastly, to subject the camera, two tripods were used, one DOLICA ST650 brand with clamp and another of the Manfrotto brand obtained the webpage








The operation of the system is as follows. First, the image is captured by the NIR camera this camera is connected to the PC, the information captured by the camera is used by an algorithm done with Haar cascade classifier and mathematical models. Lastly, the information related to fish actual length, future length, the actual weight, and future weight is shown in the user interface.




2.2. Image Acquisition System


An essential aspect of obtaining images is the light from the environment, which is the reason for the use of a NIR camera. To obtain the collection fish data, the fish species used was tilapia Oreochromis niloticus; a total of 1200 pictures were obtained with the NIR camera; the resolution of 1.3 MP, 1280 × 1024, and the image format used was PNG, later the software was trained whit these pictures. The camera was collocated in two places to get the pictures; first, the camera was placed in front of the fishbowl; an infrared lamp stood behind; this one was placed behind the fishbowl to increase the intensity of light images. The fishbowl was filled with water, and some fish got into it; this camera configuration is shown in Figure 2. The procedure to take the pictures was necessary to connect the NIR camera to the PC through the USB port. In the pc was installed, as well as the NIR infrared camera software, and using this software, the images were taken, and we saved them in the PC.



The second configuration considered the camera above the fishbowl and the infrared lamp above the fishbowl; because fish culture tanks are made of black geomembrane, it is impossible to set the NIR camera in front of the fish tank and the infrared lamp opposite to the fish tank Figure 3.




2.3. Fish Growth Models


An essential aspect of the experiment was to choose a growth model; fish growth is any change in size or amount of body. These changes could be positive or negative, and the fish length can be obtained the weight with the equation:


  W = a  L n   



(1)




where W is the fish weight in grams; L is the fish length in cm; a is the intersection in the y-axis, and n is the exponent to estimate the fish’s well-being.



A relationship to know the fish’s fatness or well-being and the condition factor [22]. This relationship is shown in Equation (1). Additionally, can be transformed to:


  log    W  = log    a  + b log    L   



(2)







The formula expresses the following, in the case of b, it might not vary from the ideal value of 3.0, depicting an isometric growth; otherwise, if b has a value less than 3.0, the fish is turning slimmer with increasing length, and growth is considered negative allometric. On the other hand, if b is greater than 3.0, the fish is getting heavier, which is proof of positive allometric growth, which shows an optimum condition. However, depending on the kind of fish feed, this relates to the quantity of protein in the fish feed [23].



There is another model that uses some variables, precisely the temperature [24], taking into account that fish is a poikilothermic species; Equation (3) is shown a model growth based on temperature:


  Δ L = − 1.6707 + 0.09682   T  



(3)




where L is the length in cm and T is the temperature in °C.



The result obtained in Equation (3) can be transformed to weight by Equation (4)


  W = 1.861 ×   10   − 8   ·  L 3   



(4)




where W is weight in grams and L is the length in cm.



Mainly for the experiment was interested in the models that predict the growth of the fish, depending on the age and then thrown length in cm; the logistic, Michaelis-Menten, Gompertz, Von Bertalanffy, and Janoscheck models were the basis. Taking into account that the artificial vision device coupled with the processing software would show the length of the fish, the models used were the Michaelis-Menten model; the equation used in the algorithm was:


  L e n g t h =   0.009 ∗   235.27   2.983   + 630.14 ∗ d a  y  2.983       235.27   2.983   + d a  y  2.983      



(5)







The other mathematical model used was the Logistic, shown in Equation (6), unlike the Michaelis-Menten model, which predicts the weight in grams based on age in days.


  W e i g h t =   427.64   1 + 85.9133 ∗  e    − 0.023612 ∗ d a y          



(6)








2.4. Algorithm Training


The software used for the experiment was MATLAB; this software has a tool called Haar Clasiffier, and this software can obtain the classification in real-time. The training algorithm was performed with 1200 images taken by the camera. The classifier has pre-trained classifier objects, but generally, they refer to body parts, so it is impossible to use the pre-trained classifiers for this work. For the experimental object detector, 1200 fish images were loaded into the algorithm; these were considered positive samples, and the algorithm also needed negative samples. The negative samples were pictures taken with the NIR camera, but these images were not fish and were considered negative. With this training, the algorithm could detect regions of interest and differentiate between fish and non-fish. Additionally, the algorithm can automatically generate negative samples to increase the training level, which improves the algorithm to detect fishes and objects that are not fishes. Figure 4 shows a positive image, and Figure 5 shows a negative image. After the training, the system could automatically identify the fish in the fishbowl using the Haar classifier. Then, the system will be collocated in an aquaculture system to be proven. Lastly, the image labeler was used, which provides an easy way to identify the positive samples by interactively specifying rectangular regions of interest. Additionally, the positive images previously saved can be made more positive by adding rotation noise or by varying brightness or contrast. In the case of negative images, as more stages are added, the detector’s overall false positive rate decreases, causing the generation of negative samples to be more difficult. An aspect to take into consideration is that Haar classifier can throw false positives. In this training, the false positive test was performed with the camera taking objects that can be in the fish environment, but are not fish, these were classified as negative images. In the first instances, there could be many false positives, but as the training continues, this false positive rate starts to reduce. The impact on the test result is that, in the beginning, the software could throw false positives, but with the use of the software, this will decrease.



For this reason, it is helpful to supply as many negative images as possible. To improve training accuracy, we supplied negative images with backgrounds typically associated with the objects of interest. Additionally, we included negative images that contained non-objects similar in appearance to the objects of interest.



The strong classifier used in this work was the Adaboost for searching a small number of features related to fish and not having a significant variation.




2.5. Image Processing


After algorithm training, the system was put to work in real-time; for this, the NIR camera was used to set communication with the computer through USB protocol and show live video in the software interface implemented in the previously designed PC. First, the system was tested with the first configuration; the way to do this was after the NIR camera and the infrared lamp were collocated in their respective positions. The software interface has the option to capture video, and when this is performed automatically in an interface implemented, it appears on the length and weight of the fish. Figure 6 shows how the algorithm performs the image processing.



As shown in Figure 6, the main algorithm comprises two main blocks: the pre-processing and the estimation. It starts when the NIR camera plays the captured video, and the algorithm instantly detects if the objects that appear in the camera are fish or not, and it is possible to perform by using Haar classifiers in the algorithm using only a region of interest for the investigation. The fish detector generates a box containing the fish detected correctly; that is, when the fish is entirely in a lateral position, this is shown in Figure 7. This performed through a process that is transparent for the user. Once the region of interest is delimited, the image is extracted and processed to extract its contour, obtaining the width and length measurements of the fish in pixel dimensions.



This kind of processing is considered a machine learning approach because later it could automatically identify the objects of interest by marking them with a box chart, as shown in Figure 7; the MATLAB software was used to train the algorithm. The way that the algorithm identifies the fish apart from the positive and negative images requires a way to identify the object rapidly; in this regard, the Haar classifiers are used. The image is detected, then the algorithm applies the Haar classifiers, and instantly the parts are discarded from the image that do have not the object of interest; this is made with statistics, and the Haar classifiers implemented in the algorithm use rectangles (Figure 8) to identify the objects of interest.



The below algorithm performs using the integral image at locations x, y that contains the sum of pixels above and left x, y, adding.


  i i   x , y   =   ∑    x ′  ≤ x ,  y ′  ≤ y   i    x ′  ,  y ′    ,    



(7)




where   i i   x , y     is the integral image and   i   x , y     is the original image, and the following occurrences are used:


  s   x , y   = s   x , y − 1   + i   x , y    



(8)






  i i   x , y   = i i   x − 1 ,   y   + s   x , y    



(9)




where     x , y     is the cumulative row sum,   s   x , y   = 0  , and   i i   − 1 ,   y   = 0   the integral image can be compounded in one pass over the original image [4]. All the basis to this processing was initiated by [25]




2.6. User Interface


A user interface was made to make the system easy to use; with a NIR camera, an image was obtained, then the initial weight, initial length, future weight, and future length appeared in the interface. Additionally, an option was needed for the number of days to estimate the future weight and length; for this, mathematical models were used. Figure 9 shows the user interface.





3. Results


3.1. NIR Camera


The distance between the camera and the center of the fish tank was adjusted to 30 cm to obtain an image that could capture both juvenile and adult fish. During the development of the prototype, tests were carried out at the laboratory under controlled conditions to prove the concept and verify the correct functioning of the algorithm and the integral system; they were also made with different lighting levels, and lamp positions are shown in Figure 10. The best position for the laboratory setting was opposite the fishbowl; in the case of the 500 L fish tank the best position was on the top.



To verify if the algorithm made the correct conversion from pixel to centimeters, Figure 11 shows the capture obtained with the NIR camera using a tape measure.



Infrared lighting and the infrared camera allow a high contrast between the object of interest and the rest of the habitat, thus allowing for elements that can be considered noise to be ruled out, with said noise being the color of the water in the fish tank or suspended particles. With the band-pass filter, it was possible to block everything below or above 850 nm wavelength, so all components within the visible spectrum of light, such as colors, were removed.




3.2. Haar Cascade Fish Detection


The work considered a non-intensive density, 20 kg/m3, and in an intensive system, the density was 80 kg/m3; the system was tested with both densities. The algorithm was capable of detecting fish within their typical development habitat. Processing time was around 1.5 s from image capture to fish measurement display.



The algorithm contributes to fish detection because the fish recognition is automatic, due to the camera or video [5], the algorithm can analyze a large amount of data in a short time, and the data previously was saved in the algorithm [6], also the algorithm allows segmenting the object in more difficult environments [7]; moreover, the algorithm can be combined with other methods to improve it [8].



The testing dataset was performed after the training, and this was performed using the first system configuration shown in Figure 12; several repetitions were made, which consisted of detecting the fish in the small fishbowl. The validation stage was performed using a 500 L fish tank, and in these tanks, a certain number of fish were placed, and the validation was performed on different days by taking photographs from different tanks. Additionally performed were weight and length measurements to corroborate the validation of the algorithm. The recognition performance obtained from the validation phase resulted in an average accuracy of 92%, a true positive rate equal to 95%, and finally, a false positive rate equal to 12%.



Several measurements were performed to validate the prototype and graphical interface, using the prototype and recording data in different tanks with fish of the same size and age. These measurements were performed at different times; Figure 13 shows the tanks and the camera collocated nearby by the tanks, Figure 14 shows the data interface with the algorithm.




3.3. Mathematical Model


The two models used in the experiment to obtain an equation based on the length in centimeters that can estimate the weight in grams were combined in a regression, taking the logistic model that estimates the weight based on age in days as the dependent variable. As an independent variable, the Michaelis-Menten model estimated the length based on age in days. Figure 15 shows the regression analysis.



As previously mentioned, the algorithm and the interface were used to have a complete system; the algorithm evaluated the images obtained with the camera, and the interface showed the length and weight that appeared in Figure 14.



With the previous regression obtained, the equation related the length in centimeters and the weight in grams


  W e i g h t =     − 0.339061 + 0.482898 ∗ l e n g t h    2   



(10)







Subsequently, the length in the previous equation was used to estimate the fish culture day. Additionally, a regression analysis was performed, taking the day as the dependent variable and length as rgw independent variable; the equation obtained was:


  T i m e =     4.86558 + 0.013364 ∗ l e n g t  h 2     2   



(11)







With the day entered by the user, the interface returned the fish’s future weight and future length. Additionally, it took into account the resulting length and weight that the interface returns by the artificial vision system for these Equations (5) and (6) were used. Figure 16 shows the graph in which the future weight adjustment is made, taking into account the weight thrown by the interface based on the length of the artificial vision system.



An adjustment was made, considering the length thrown by the interface. With these adjustments, the weight and length prediction were more accurate (Figure 17).



In this part, the weight and length error analysis were performed with statistical software that estimated the r-square.





4. Discussion


Selecting an appropriate distance and illumination for using the NIR camera is essential and has to be fixed throughout the experiment. As used by [14], the distance from level water to the camera was 140 cm, whereas [17] used a distance of 150 cm. For the experiment, 150 cm was the distance, and the tank used had a depth of 50 cm; in this case, the system can only capture fish on the water’s surface. Another limitation is density, but if the system has the required flow water speed, this is not a limitation. The NIR camera has a harmless wavelength between 700 to 1400 nm and can penetrate biological tissues. Additionally, this is used in different fields, for example, to monitor leaf area [26], for iris recognition [27], automobile tasks [28], fire detection [29], detect chemical compounds [30], and finger veins recognition [31].



As previously mentioned, the Haar classifier is considered in machine learning tools; unlike other tools, such as convolutional works, big data analytics, or the internet of things, the Haar classifier just needs a one pc. For the other tools, an internet connection or cloud space is required. In the experiment, a pass band filter was used to reduce the wavelength, get focus in a specific wavelength, and help to have less range of experimentation.



The Haar classifiers are mainly used for face detection, but some applications are used for different challenges, such as automotive applications [32,33], agriculture [34], and cataract detection [35]. Generally, the Haar classifier can be adapted for every application, such as in this work. However, the essential part is the training part, and if this training is complex, the Haar classifier can be used for any application. Regarding this work, the training part can be more complicated, but this implies the waste of resources because, for aquaculture applications, the environment has fish and is less likely to have negative images considered as no fish.



The mathematical models were an essential part of this experiment. They helped to obtain a relation between length and weight. Models in aquaculture are used for feeding control [36], production in general [37], harvest [38], energy calculation [39], and monitoring culture variables [40], and the use of these models helps the aquaculture system to have a precision culture. However, the most crucial aspect of aquaculture is growth, such as the model used in this experiment. The mathematical model used in the experiment had good results, as shown in Figure 16 and Figure 17.




5. Conclusions


The method first allowed for the recognition of the fish and then the processing to obtain fish length and fish weight to avoid the fish stress because of the handling. The measurement task by hand takes consideration time; this method consumes less time for this task. If the environment of the fish changes or the species is different, new training in the software will be required.



As time goes, applications related to artificial intelligence will be more common; this technology allows to have a better control in the majority of systems of production.
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Figure 1. Arrangement of materials. 
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Figure 2. First system configuration. 
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Figure 3. Second system configuration. 
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Figure 4. Positive image. 
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Figure 5. Negative image. 






Figure 5. Negative image.
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Figure 6. Flow chart of the image processing. 
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Figure 7. Fish detection by the algorithm. 
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Figure 8. The process to identify a fish. 
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Figure 9. User interface. 
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Figure 10. Captures from NIR camera. 
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Figure 11. Pixels to centimeters conversion. 
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Figure 12. Weight and length measurement. 






Figure 12. Weight and length measurement.



[image: Applsci 13 00069 g012]







[image: Applsci 13 00069 g013 550] 





Figure 13. The system used to test the algorithm. 
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Figure 14. Interface and the algorithm. 
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Figure 15. Regression analysis between two models (Logistic and Michaelis-Menten). 
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Figure 16. Fish weight adjustment. 
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Figure 17. Fish length adjustment. 
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