
Citation: Itahara, H.; Kimoto, M.; Iio,

T.; Shimohara, K.; Shiomi, M. How

Does Exposure to Changing

Opinions or Reaffirmation Opinions

Influence the Thoughts of Observers

and Their Trust in Robot

Discussions? Appl. Sci. 2023, 13, 585.

https://doi.org/10.3390/

app13010585

Academic Editors: Dimitris Mourtzis

and Yutaka Ishibashi

Received: 21 October 2022

Revised: 8 December 2022

Accepted: 30 December 2022

Published: 31 December 2022

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

applied  
sciences

Article

How Does Exposure to Changing Opinions or Reaffirmation
Opinions Influence the Thoughts of Observers and Their Trust
in Robot Discussions?
Hiroki Itahara 1,2 , Mitsuhiko Kimoto 1, Takamasa Iio 1,3 , Katsunori Shimohara 1,2 and Masahiro Shiomi 1,*

1 Interaction Science Laboratories, ATR, Seika-cho 619-0237, Japan
2 Department of Information Systems Design, Doshisha University, Kyotanabe 610-0321, Japan
3 Faculty of Culture and Information Science, Doshisha University, Kyotanabe 610-0321, Japan
* Correspondence: m-shiomi@atr.jp; Tel.: +81-774-95-1432

Featured Application: Investigating the effects of observing discussions between social robots.
A potential application is the design of social robot behaviors in scenarios where robots provide
information via conversations.

Abstract: This study investigated how exposure to changing or reaffirmation opinions in robot con-
versations influences the impressions of observers and their trust in media. Even though the provided
conversational contents include the same amount of information, their order, positive/negative
attitudes, and discussion styles change their perceived impressions. We conducted a web survey
using video stimuli, where two robots discussed Japan’s first state of emergency response to the
COVID-19 pandemic. We prepared two patterns of opinion changes to a different side (positive–
negative and negative–positive) and two patterns of opinion reaffirmation (positive–positive and
negative–negative) with identical information contents; we only modified their order. The experimen-
tal results showed that exposure to opinion changes from the positive side (i.e., negative–positive) or
positive opinion reaffirmation (positive–positive) effectively provides positive and fair impressions.
Exposure to an opinion that became negative (i.e., positive–negative) effectively provided negative
and fair impressions, although negative opinion reaffirmation (negative–negative) led to significantly
less trust in media.

Keywords: human-robot interaction; multiple robots

1. Introduction

Robots played an important role during the COVID-19 pandemic in the context of
preventing infection, such as disinfection [1,2], delivery [3,4], and therapy [5,6]. As in-
teraction opportunities continue to grow between robots and people, the importance of
understanding the social impact of human–robot interactions is also increasing. For exam-
ple, a previous study reported that social robots are a medium to provide information to
users in public environments [7]. Such information-providing roles would be one essential
application for social robots. Recent studies argued that multiple robots influence behavior
changes in humans [8,9]. Another study reported that observing conversations between
two robots attracts people’s attention more than explanations from just one robot [10]. An-
other perspective argues that social praise from multiple agents more effectively improves
motor skills than a single agent [11]. Based on these contexts, using multiple robots as a
form of media, e.g., conversations and discussions among robots, to provide information is
a promising application method during COVID-19 in the context of preventing infections,
similar to remote-meeting applications.

For this purpose, investigating influences on people’s thinking from robot conversa-
tions is important to design the contents in advance. Previous studies reported that the
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sequence of information greatly influences people, a finding known as the primacy/recency
effect [12,13]. The primacy effect suggests that people are more highly influenced by the
information presented at the start than information presented at the middle or end of the
contents [12]. The recency effect is the opposite phenomenon; people are more influenced
by the information presented at the conclusion of an interaction than information presented
at its beginning [13]. These effects have been broadly investigated [14–22], and researchers
in human–computer interaction also recently investigated these effects in cases where
information providers are not humans [23–26]. The results suggest that primacy/recency
effects exist in human–computer interaction contexts, and sometimes the recency effects
are larger than the primacy effects [25,26].

In addition to the recency effects, we believe that another factor influences people’s
thinking in a discussion context: opinion changes and reaffirmations. Suppose a speaker
changes her opinion during a discussion with another speaker who has a different opinion
or speculates aloud with a different view. In that case, observers might have been more
influenced than by just the reaffirmation of identical opinions. Moreover, even though the
amount of information is the same, showing opinion changes may elicit more trust than
just reaffirming identical opinions. When robots provide information during discussions,
clarifying the effects of opinion changes and reaffirming them from the viewpoint of
impression changes as well as trust represent important information for using robots as a
medium and designing their content.

In this study, we investigated how exposure to opinion changes and reaffirmations
in robot conversations influenced observer impressions. We conducted a web survey
using video stimuli (Figure 1), where two robots discussed Japan’s first state of emergency
during the pandemic. We compared participant attitudes toward these topics before/after
watching video stimuli and their perceived media trust [27] in the videos. We prepared two
patterns of opinion changes to a different side (positive–negative and negative–positive)
and two patterns of opinion reaffirmation (positive–positive and negative–negative) with
identical information contents, and only modified their order.

The paper’s organization is as follows: Section 2 describes the materials and methods.
Section 3 describes the experiment results and provides discussions based on the results.
Section 5 describes the conclusions.
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2. Materials and Methods

All the procedures were approved by the Advanced Telecommunication Research
Review Boards (20-501-3). We employed a between-subject design in which each participant
was randomly assigned to one of four conditions. The experiment has one factor for
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its between-subject design: four opinion factor conditions (positive–negative, negative–
positive, positive–positive, and negative–negative).

2.1. Visual Stimulus and Conditions

We recorded a video with two small-sized humanoid robots. We used Sota, which
was developed by VSTONE Inc. It has three degrees of freedoms (DOFs) in its head, one
DOF for each shoulder, one DOF for each elbow, and one for its base. It is 28 cm tall
and weighs 763 g. In all the videos, the robots’ positions were identical. In the videos,
the left-side robot started the conversations and eventually reaffirmed/agreed with the
right-side robot. Therefore, in the positive–positive and negative–negative conditions, the
left- and right-side robots had identical attitudes toward the conversational topic, and the
left-side robot eventually reaffirmed the right-side robot’s opinion. In the positive–negative
and negative–positive conditions, the left- and right-side robots have different attitudes
toward the conversational topic, although the left-side robot eventually agrees with the
right-side robot. Each video’s resolution was 1280 × 720 pixels, and the fps was 29.97.
During the discussion, they faced each other and maintained a slight idling behavior with
movement of their arms and heads. To indicate which robot was speaking, a Light Emitting
Diode (LED) on the mouth blinked based on voice volume. The conversation scripts in all
the conditions are reproduced below:

2.1.1. Two-Robot Discussion: Positive–Negative

Left: In mid-April, the government declared a state of emergency throughout Japan.
I think that decision helped control the spread of the coronavirus.

Right: Yes, I know. However, that announcement came out too late. The number
of infected people in Japan is very low compared to other countries around the world,
although that number is still increasing. And of course, and the death toll is too high.

Left: That’s true. But due to the government’s declaration, people stayed home as
much as possible, so I think we controlled the virus’ spread to some extent.

Right: However, the economy has suffered so much that some companies have
gone bankrupt.

Left: Yes, that’s true. I used to think that the government’s declaration was good, but
now I think you’re right; it was bad.

2.1.2. Two-Robot Discussion: Negative–Positive

Left: In mid-April, the government declared a state of emergency. But I think it came
too late.

Right: I agree. However, thanks to that announcement, we controlled the spread of the
coronavirus to some extent. The number of infected people is still increasing, and the death
toll is too high, although the number of infected people in Japan remains low compared to
other countries.

Left: That’s true. But I think the economy has suffered so much that some companies
have gone bankrupt.

Right: However, due to the government’s declaration, people stayed home as much as
possible, so I think we controlled the spread of the virus to some extent.

Left: That’s true. I used to think that the government’s declaration was bad, but now I
think you’re right; it was good.

2.1.3. Two-Robot Discussion: Positive–Positive

Left: In mid-April, the government declared a state of emergency. That decision came
too late, but I think it helped control the spread of the coronavirus.

Right: That’s right. The number of infected people is still increasing, and the death toll
is also too high. However, the number of infected people in Japan remains low compared
to other countries.
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Left: That’s true. And the economy has suffered so badly that some companies have
gone bankrupt.

Right: However, due to the government’s declaration, people stayed home as much as
possible, so I think we controlled the spread of the virus.

Left: That’s true. I used to think the declaration was good, and you’re right. I still
think it was good.

2.1.4. Two-Robot Discussion: Negative–Negative

Left: In mid-April, the government declared a state of emergency. That decision
helped control the spread of coronavirus, but I think it came too late.

Right: That’s right. The number of infected people in Japan is very low compared
to other countries. However, that number is still increasing, and the death toll remains
too high.

Left: That’s true. Due to the government’s declaration, people stayed home as much
as possible, so the spread of the virus was controlled.

Right: However, the economy has suffered so badly that some companies have
gone bankrupt.

Left: That’s true. I used to think that the declaration was bad, and you’re right, I still
think it was bad

2.2. Measurement

We measured the following questionnaire item to investigate our participants’ per-
ceived feelings of Japan’s first state of emergency before and after watching the video and
calculated the differences: “Please choose the answer that best describes your impression of
Japan’s first declaration of a state of emergency in April 2020.” This survey was conducted
during February and March 2021 in the period of Japan’s second officially announced
state of emergency (six months after its first emergency declaration). At this time, the
advantages and disadvantages of the first state of emergency were contentious, and the
impact on infection prevention and economic activities was unknown. Based on the valid-
ity of both positive and negative information, we believed that grappling with a current
issue was crucial to examine how people’s opinions change depending on the presentation
of information.

We used a one-to-seven response format, where one is the most negative and seven
is the most positive. We also measured their impressions with a media trust scale that
consisted of the following five items by modifying the descriptions from previous work [27],
where the Cronbach alpha was 0.837:

- The robots fairly covered the first state of emergency.
- The robots unbiasedly covered the first state of emergency.
- The robots told the whole story when covering the first state of emergency.
- The robots accurately covered the first state of emergency.
- The robots separated facts from opinions when covering the first state of emergency.

2.3. Participants

The experiment was conducted using the participant pools of a Japanese survey
company. A total of 408 people (239 females, 167 males, 2 declined to specify; average age
was 39.00) participated in our experiment. The screening process winnowed that number
to 244 valid participants (144 females, 100 males; average age of 39.11). We did not measure
the participants’ social status.

2.4. Procedure

First, the participants read explanations of the experiment and how to evaluate each
video; we then verified that they could clearly hear the video’s audio. Next, they answered
questions about their perceptions of Japan’s first state of emergency and observed a video
of the assigned condition and again described their impressions of Japan’s first state of
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emergency and their trust in media. Finally, they answered dummy questions to determine
how carefully they watched the video and to verify the quality of their answers because
past research reported the need for the screening of participants in web surveys [28,29].

3. Results
3.1. Questionnaire Results about the Difference in Perceived Impressions

Figure 2 shows the difference in the perceived impressions of before/after watching
the video stimuli. A plus value denotes positive changes after watching the videos. We
conducted a one-factor analysis of variance (ANOVA) for the opinion factor and identified a
significant main effect (F(3, 240) = 6.554, p < 0.001, partial η2 = 0.076). Multiple comparisons
with the Bonferroni method of the opinion factor identified the following results: negative–
positive > positive–negative (p = 0.008), positive–positive > positive–negative (p < 0.001),
and positive–positive > negative–negative (p < 0.001).

Figure 2. Average and S.E of attitude differences of before/after watching videos. * p < 0.05.

3.2. Questionnaire Results about Perceived Media Trust

Figure 3 shows the perceived media trust. We also conducted a one-factor ANOVA
for the opinion factor and identified its significant main effects (F(3, 240) = 8.620, p < 0.001,
partial η2 = 0.097). Multiple comparisons with the Bonferroni method of the opinion fac-
tor identified the following results: positive–negative > negative–negative (p = 0.020),
negative–positive > negative–negative (p < 0.001), and positive–positive > negative–negative
(p < 0.001).

Figure 3. Average and S.E of media trust. * p < 0.05.
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3.3. How Many People Changed Their Opinions?

Table 1 shows the number of people who did not change or did change their opinions.
We conducted a Chi-square test for which the results revealed significant differences among
the conditions: χ2(6) = 26.481, p < 0.01, ϕ = 0.233. Residual analysis revealed that the
number of people who changed their opinion from a negative to a positive view was
significantly smaller than the number of people who changed their opinion in the opposite
fashion in the positive–negative condition. The number of people who changed their
negative opinions to positive views was significantly larger than the number of people who
changed their positive opinions to negative opinions in the positive–positive condition.

Table 1. Number of people who changed their opinions.

No Change Positively Changed Negatively Changed

Positive–negative 28 5 23

Negative–positive 43 12 10

Positive–positive 42 19 5

Negative–negative 31 9 17

3.4. Summary

Our experimental results showed that exposure to a changing or a reaffirmation
opinion in robot conversations influenced the impressions of our participants and their
trust in media, although each condition used identical information contents (in different
sequences). Our results showed that exposure to opinion changes to the positive side (i.e.,
negative–positive) or positive opinion reaffirmation (positive–positive) effectively provided
positive and fair impressions. Exposure to opinions that shift to the negative side (i.e.,
positive–negative) is more effective than providing negative and fair impressions, although
negative opinion reaffirmation (negative–negative) resulted in significantly fewer media
trust impressions.

4. Discussion
4.1. Design Implications

A key implication of our research is that people’s impressions and perceived trust in
media are changed by exposure to different consensus-building processes, e.g., changing or
reaffirming opinions. In today’s society, we receive information from a variety of media
sources, including social media. Although obtaining information from diverse perspectives
is critical to prevent mental rigidity, our experimental results suggest that opinions can be
changed to the opposite side while espousing fairness by building consensus from both
sides of an argument. Our experimental results also provide evidence that the recency effect
is larger than the primacy effect, similar to previous studies [25,26]. Regardless of changing
or reaffirmation opinions in robot conversations, participants’ impressions became positive
when the robot’s opinion was positive at the end, and their impressions became negative
when the robot’s opinion was negative.

These results suggest different viewpoints for media content designers and consumers.
For the former, increased perceived trust from content consumers that is designed to
provide negative impressions of specific topics will be effective, including a speaker who
changes her opinion from positive to negative. In other words, an argument that only
affirms negative opinions lowers media trust. Note that these design guidelines should
be avoided in deceitful perspectives, e.g., intentionally providing negative impressions
on specific topics such as fake news. For the latter, to prevent such deliberate impression
changes, it would be effective to understand that people’s impressions are easily swayed
by modifying the order of information as well as observing opinion changes.
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4.2. Gender Effects

In the analysis of the experiment results, we did not investigate whether participants’
genders influenced opinion changes and perceived media trust. As an additional analysis,
we conducted a two-factors ANOVA for the opinion factor and the genders. However,
there are no significant differences in the gender factor in both the perceived impressions
(p = 0.549) and the perceived media trust (p = 0.444) and the interaction effects (the perceived
impressions: p = 0.258, the perceived media trust: p = 0.504). Therefore, at least in our
experiment, the results did not reveal any differences about the gender effects in the context
of opinion changes.

4.3. Limitations and Future Works

This study suffers from several limitations, including the use of a specific robot (i.e.,
Sota) and concentrating on a specific conversational topic (i.e., Japan’s state of emergency).
Our future works will investigate the influence of recency effects as well as opinion changes
with different conversational topics, such as more general or personalized conversations.

In addition, using different entities (e.g., different robots or human speakers) would
make for interesting future works. We did not conduct the experiment with human speaker
cases in this study to avoid their various characteristics and effects, such as appearances,
age, perceived authority, and so on. If we conducted an experiment with human speakers,
the power of opinion changes would be stronger than with robot speakers, but the trends
of conditions would be the same because people regard social robots as “social others”,
with similar social influences to human being [30–32].

From another perspective, the trust relationships would have influenced opinion
changes. In human–robot interaction studies, building trust relationships between robots
and people is one of the active research topics [33–36]. Moreover, past studies reported
how trusted robots are effective in the context of persuasion [37–39]. Therefore, people
may change their opinions to a greater extent when they observe that their trusted robots’
opinions change.

Since we only conducted our experiment with Japanese participants, generality and
cultural differences must also be considered. Although the primacy/recency effects have
been investigated in-depth worldwide, cultural differences have received less focus. A few
studies reported that Americans showed a stronger primacy effect than Asians [40,41]; there-
fore, conducting our study with different countries might illuminate cultural differences.
The relationships between showing opinion changes and perceived trust remain unknown.

5. Conclusions

In this study, we described how observing changing opinions or reaffirmation of
opinions in robot conversations influences the observer’s impressions and trust toward
conversational topics. For this purpose, we conducted a web survey with 408 participants.
The experimental results with 244 valid participants showed that people’s impressions and
their perceived trust in media are significantly changed by exposure to different consensus-
building processes, although each condition used identical information contents. These
results also provided additional evidence that the recency effect is larger than the primacy
effect in the context of conversational robot media.

These results indicate which conversational strategies are more effective for provid-
ing specific impressions in trusted ways. To provide positive impressions, showing both
opinion changes to the positive side (i.e., negative–positive) and positive opinion reaffirma-
tion (positive–positive) is effective; about one-fifth to one-quarter of participants changed
their opinion positively. On the other hand, for providing negative impressions, showing
opinion changes to the negative side (i.e., positive–negative; about 40% of participants
changed their opinion negatively) is more effective than negative opinion reaffirmation
(negative–negative) in the context of media trust.

These results can contribute to enhancing content design in terms of information from
various kinds of media sources such as TV and SNS. Additionally, this knowledge is useful
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for studying impression changes by media senders as it provides an understanding of
people’s perception biases.
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