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Abstract: Recently, using a CNN has been a common practice to restore blurry images due to its
strong ability to learn feature information from large‑scale datasets. However, CNNs essentially be‑
long to local operations and have the defect of a limited receptive field, which reduces the naturalness
of deblurring results. Moreover, CNN‑based deblurring methods usually adopt many downsample
operations, which hinder detail recovery. Fortunately, transformers focus on modeling the global
features, so they can cooperate with CNNs to enlarge the receptive field and compensate for the de‑
tails lost as well. In this paper, we propose an improved CNN‑transformer combination network for
deblurring, which adopts a coarse‑to‑fine architecture as the backbone. To extract the local features
and global features simultaneously, the common methods are two blocks connected in parallel or
cascaded. Different from these, we design a local‑global feature combination block (LGFCB) with
a new connecting structure to better use the extracted features. The LGFCB comprises multi‑scale
residual blocks (MRB) and a transformer block. In addition, we adopt a channel attention fusion
block (CAFB) in the encoder path to integrate features. To improve the ability of feature representa‑
tion, in the decoder path, we introduce a supervised attention block (SAB) operated on restoration
images to refine features. Numerous experiments on GoPro and RealBlur datasets indicated that our
model achieves remarkable accuracy and processing speed.

Keywords: image deblurring; coarse‑to‑fine strategy; transformer; CNN‑transformer combination

1. Introduction
Image deblurring aims to restore a high‑quality image by removing blurring degra‑

dations [1]. Due to the object movements, the limitations of cameras, or intricate light con‑
ditions, different degrees of blurring degradations are inevitably introduced during the
image‑acquisition process. Since these degradations usually lead to unsatisfactory visual
perception, they consequently hinder subsequent high‑level vision tasks where sharp im‑
ages can perform better. Moreover, each degraded image may have numerous restoration
possibilities as it belongs to an ill‑posed problem [2]. Therefore, image de‑blurring is a
challenging but significant research work.

Due to neural networks’ advantage of learning features from large‑scale datasets,
deep‑learning‑based methods play a dominant role in image‑restoration fields. At first,
most deep‑learning‑based deblurring algorithms commonly focused on utilizing the neu‑
ral network to estimate the blur kernel and then used the blur kernel to restore images [3–6].
As a result, these kinds ofmethods heavily depend on the prediction of blur kernels and are
not suitable for blurry images caused by various blur kernels. Afterward, with the rapid
development of deep learning, it was found that neural networks are capable of much
more than blur kernel estimation. Thus, recent deep‑learning‑based models have started
to adopt an end‑to‑end training strategy, which can directly obtain the complex mappings
between sharp and blurry images [7–19].

Among the existing deblurring models, convolution neural networks (CNNs) have
been frequently employed to encode semantic information by stacking many convolution
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layers and downsample operations. However, the CNN methods still have limited recep‑
tive fields and the downsample operations can hinder detail recovery. In addition, trans‑
formers explore the potential of self‑attention and perform well in establishing long‑range
pixel‑wise or channel‑wise relationships. Unfortunately, transformers’ ability to obtain
local features is not as strong as CNNs. In general, convolution has powerful local mod‑
eling capabilities [20] and usually models the relationships between neighborhood pixels.
In contrast, a transformer is a global operation that models the relationships between all
pixels [20]. Generally speaking, local features and global features can cooperate to extract
more detailed image features. However, how to combine the advantages of CNNs and
transformers is worth investigating.

Aiming at this goal, this paper proposes a new network. Like most deblurring mod‑
els, we also utilized the encoder‑decoder structure to extract multi‑scale features, and then
recover images by the coarse‑to‑fine approach. To fully integrate the multi‑scale input im‑
ages and features from the previous stage, we designed the channel attention fusion block
(CAFB) in the encoder path. Specifically, we devised a local‑global feature combination
block (LGFCB) to extract local and global features. The LGFCB is composed of two parts:
three multi‑scale residual blocks (MRB) and a transformer block. The MRB is a designed
CNN structure, and the transformer block is employed to explore long‑range relationships
of images. The CNN branch and transformer branch extract features in parallel paths.
Then, we introduce cross‑path feature fusion so that we can better use the advantages of
the CNN and transformer. In addition, we adopt a supervised attention block (SAB) in the
decoder path, which utilizes the restoration‑image‑producing attention map to supervise
and obtain more informative features.

In this paper, the main contributions are as follows:
An elaborately designed local‑global feature combination block (LGFCB) composed

ofmulti‑scale residual blocks (MRB) and transformer blocks. This combination is beneficial
for retaining local image details and exploring long‑range global features.

A channel attention fusion block (CAFB) fuses features and can improve the capability
of feature representation.

An efficient, supervised attention block (SAB) to use the restoration image to obtain
more informative features.

We propose an improved CNN‑transformer combination network for image de‑blurring
and demonstrate the effectiveness of our model via extensive experiments on datasets.

2. Related Work
2.1. Deep Learning Deblurring

Recently, deep learning has been the main approach in the image‑deblurring field.
Sun et al. [6] proposed a CNN‑based model to estimate the blur kernels to remove blurri‑
ness. However, the idea that every blurry image is only caused by one blur kernel is too
idealized. In fact, most blur problems may be influenced by multi‑blur kernels. Thus, it
is hard to predict the number of real blur kernels even when using CNN methods. Later,
Nah et al. proposed DeepDeblur [7], the pioneer of direct adoption of the coarse‑to‑fine
structure to recover image sharpness. However, this method suffered from a high com‑
putation time; this is because the design did not share parameters across multi‑scales. To
address this issue, the encoder‑decoder structure with skip connection was introduced
to share parameters and capture context, such as MPRNet [2] and MIMO‑UNet+ [8]. In
addition, Kupyn et al. introduced DeblurGAN [9] and DeblurGAN‑v2 [10] successively
by employing a generative adversarial approach. Zou et al. designed SDWNet [16] with
wavelet transformation and some dilated convolutions to enlarge the receptive fields. In
addition, Tsai et al. proposed BANet [17] by adopting the multi‑kernel strip pooling at‑
tention structure to extract multi‑scale features. These models have achieved promising
performance; however, they failed to obtain the global feature, which is also important
in the image‑deblurring field. Only considering local features limits the accuracy of the
reconstruction results.
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2.2. Vision Transformer
The transformer model was first used in natural language tasks [21,22]. Due to its

strong capability to learn long‑range dependencies between pixels or channels, the trans‑
former has also been adopted for low‑level computer vision tasks, including image en‑
hancement [20], image recognition [23,24], and object detection [25,26]. The vision trans‑
former [24] uses the image like a language sequence by introducing the concept of a patch.
That is, the input image is divided into patches one by one, and then uses the transformer
structure to obtain their relationships. However, ignoring convolution completely is not a
good idea since the transformer only relies on global‑level attention but does not capture
local fine‑grained details. As far aswe know, local features and global information are both
important for obtaining high‑quality image reconstruction. Therefore, how to effectively
combine these features is the core goal of our work.

3. Proposed Approach
3.1. Framework

As shown in Figure 1, the model is a structure with three parts: the encoder path,
the skip connection, and the decoder path. Like the MIMO‑Unet+ [8], we also rescaled
the original blur images to a different resolution, input them in different levels of encoder
paths, and restored images at a different level of decoder path, respectively. In general,
the encoder path is designed to extract local and global features. The decoder path is used
for image reconstruction. Meanwhile, the skip connections are bridges to achieve feature
integration between encoder and decoder paths. To better describe the model framework,
we define I1, I2, I3 as the input blurry images with three resolutions and Ŝ1, Ŝ2, Ŝ3 are the
corresponding restoration images at each scale, respectively.
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Figure 1. The whole structure of the proposed deblurring network. 
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(a) Encoder Path

As mentioned above, our proposed model adopts a coarse‑to‑fine structure, which
has multi‑scale input and multi‑scale output. This strategy has been employed by numer‑
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ous CNN‑based deblurring models and has already demonstrated its effectiveness. Given
a blurred image I1 ∈ RH×W×3, we can take rescale operations to obtain I2 ∈ R H

2 ×W
2 ×3 and

I3 ∈ R H
4 ×W

4 ×3 successively. First, we input the I1 to the model and apply a 3 × 3 convolu‑
tional layer and four residual blocks as Encoder Block 1 (EB1) to extract features. After that,
the extracted feature needs to pass two more complicated encoder blocks. Each encoder
block includes a downsample layer, a shallow convolutional module (SCM), a channel at‑
tention fusion block (CAFB), and two local‑global feature combination blocks (LGFCB).
Next, we can start to introduce the complicated encoder block in detail. First, suppos‑
ing k = 2, 3, the previous encoder output EBoutk−1 passes a downsample operation which
consists of a 3 × 3 kernel convolutional layer with a stride of two. Meanwhile, we can use
SCMk−1 to extract shallow features of rescaled blur image Ik. Then, to fuse the SCMout

k−1 and
the downsampled EBoutk−1, we can design a channel attention fusion block (CAFB), which
can selectively emphasize or suppress the feature from the previous level. After, differ‑
ent from MIMO‑Unet+ [8], which employs eight residual blocks as the core part of each
encoder level, we can specially design a local‑global feature combination block (LGFCB)
which can obtain local details and global features simultaneously. It is important to note
that the SAM is amodule used inMIMO‑Unet+ [8]; the detailed structure of SAM is shown
in Figure 1.

(b) Skip Connection

In general, skip connections exist in most conventional U‑Net structures. However,
they usually only transmit the current scale feature from an encoder to decoder paths. To
achieve feature communication between different levels, our model adopts asymmetric
feature fusion (AFF), as shown in Figure 1. Each AFF integrates all the encoder outputs
(EBoutk ,k = 1, 2, 3) with convolutional layers and allows feature information to be trans‑
mitted from different scales. Then, the output of AFF is delivered to the corresponding
decoder paths. The detailed process can be formulated as follows:

AFFout
1

= AFF1(EBout
1 , (EBout

2

)↑
, (EBout

3

)↑
), (1)

AFFout2 = AFF2((EB out
1

)↓
,EBout2 , (EBout

3

)↑
), (2)

The (↑) represents upsample and the (↓) is downsample operation. Note that AFF is
a module used in MIMO‑Unet+ [8].

(c) Decoder Path

The decoder paths focus on feature utilization and reconstructing sharper images. As
shown in Figure 1, the EBout3 is transmitted to Decoder Block 3 (DB3) directly, and like
the encoder stages, DB2 and DB3 also adopt two LGFCBs. In addition, they employ a
supervised attention block (SAB) to refine the feature information before passing to the
next stage and outputting the restored image at different scales simultaneously. We use
a pixelshuffle as the upsample operation to enlarge the output feature. Compared with
transpose convolution, which has the disadvantage of resulting in a checkerboard pattern,
pixelshuffle can alleviate the problem and produce a high‑quality image. In DB1, we also
adopt four residual blocks and a 3 × 3 convolutional layer and convert the feature into a
final restoration image Ŝ3, with Ŝ3 ∈ RH×W×3.

3.2. Local Global Feature Combination Block
The LGFCB is designed for extracting local details and global features. To better

take advantage of a CNN and transformer, we explore an elaborate structure, as shown
in Figure 2. Given the input feature x, we adopt two parallel paths to obtain local and
global features simultaneously. Among them, the multi‑scale residual block (MRB) is a
CNN structure for extracting local features, and the transformer block is for extracting
global features. To make further use of the extracted features, we design cross‑path fea‑
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ture fusion to introduce global or local features during the feature‑extraction process of
each path. Thus, the two paths are not independent anymore. When we obtain global
features, we introduce MRBout

1
which can attract local attention. Additionally, while ob‑

taining local features, we fuse the transformer block output before MRB3 and integrate
more global features. Finally, we concentrate the MRBout3 and transformer block output
together, then apply a 1 × 1 convolutional layer to reduce the channel number.
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Figure 2. The structure of the proposed Local Global Feature Combination Block.

(a) Transformer Block

The transformer consists of multi‑head attention and feed‑forward; in addition, it is
well‑known for establishing long‑term dependence of an image. However, to some extent,
the high computation and large memory usage restrict its wide application. In normal
cases, the computation complexity is mainly attributable to the self‑attention (SA) layer,
which is the core of the multi‑head attention part. To ameliorate this problem, we adopt
multi‑dconv head transposed attention (MDTA) motioned in [18], but with different num‑
bers of attention heads. Compared with applying SA in the spatial dimension, MDTA
employs SA between channels to generate attention feature maps and then encode the
global features. Furthermore, we use depth‑wise convolutions to obtain more contextual
information ahead of obtaining attention maps, as depicted in Figure 3a.
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TheMDTA first crosses a layer normalized and projects query (Q), key (K), and value
(V) (Q, K, V ∈ RC×H×W) by using a 1 × 1 convolutional layer. Subsequently, a 3 × 3
depth‑wise convolutional layer is used for obtaining spatial content at the channel‑level.
The input feature X ∈ RC×H×W and X̂ ∈ RC×H×W are obtained from a layer‑normalized
operation.

Q = H3×3
dconv(H1×1

conv(X̂)), (3)

K = H3×3
dconv(H1×1

conv(X̂)), (4)

V = H3×3
dconv(H1×1

conv(X̂)), (5)

Next, we need to capture global attention by obtaining the correlation between Q and
K. The common method involves reshaping Q and K into Q̂ ∈ RC×HW ,K̂ ∈ RHW×C. Ap‑
plying a dot product interaction generates a transposed‑attention mapwith a size ofRC×C.
Then, we can reshape V into V̂ ∈ RC×HW and multiply the attention map with V̂ to obtain
a feature map Xweight ∈ RC×HW . In the end, we reshaped Xweight into X̂weight ∈ RC×H×W

and adopted a 1 × 1 convolutional layer. Before the softmax operation, we applied
√

α,
which is a temperature parameter [18] used to control the magnitude of the dot product of
Q̂ and K̂. The above procedure can be defined as:

Xweight = So f tmax(Q̂·K̂/
√

α)·V̂, (6)

Y = H1×1
conv(Reshape(Xweight)), (7)

In the meantime, the depth‑wise convolutional was also used in the gate‑donv feed‑
forward network (GDFN). As shown in Figure 3b, after layer normalization, we adopted
a depth‑wise convolution to obtain more information from spatially nearby pixel posi‑
tions. In addition, we also used the element‑wise product of two parallel paths, one of
which passes through a RELU activation function. Assuming that x is the input feature,
the GDFN is:

x̂ = H3×3
dconv(H1×1

conv(x)), (8)

Y = H1×1
conv(x̂·relu(x̂)), (9)

(b) Multi‑Scale Residual block

As is well‑known, both global features and local features are of great significance for
image deblurring. In general, multi‑scale receptive fields are beneficial for extracting finer
features. Thus, inspired by the inception in [27,28], we designed a multi‑scale residual
block to obtain multi‑scale features, as shown in Figure 4.
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Different from the original inception structure, we replaced one 5 × 5 convolutional
layer with two 3 × 3 convolutional layers and applied three 3 × 3 convolutional layers
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instead of one 7 × 7 convolutional layer as well. In this way, we can greatly reduce the
model parameters while still having the same receptive fields. Given the input x, we need
to extractmulti‑scale features in three parallel paths, different from [28]. Using the element‑
wise summation to fuse the feature, we applied the concatenate operation to fuse features
of three paths and used a 1× 1 convolutional layer to reduce the channel numbers. Finally,
we added a residual connection to fully capture the feature and make the training process
stable at the same time. The above process can be expressed as:

x1 = H3×3
conv(x), (10)

x2 = H3×3
conv

(
H3×3
conv(x)

)
, (11)

x3 = H3×3
conv

(
H3×3
conv

(
H3×3
conv(x)

))
, (12)

y = H1×1
conv(Hcat(x1, x2, x3)) + x, (13)

3.3. Channel Attention Fusion Block
In the encoder path,

(
EBoutk

)
↓ is the downsample feature of the output of encoder

stage k, and SCMout
k is the output from the shallow feature extraction of Ik; they are in the

same scale and integrating these features together is an important part of the coarse‑to‑
fine strategy. To fully integrate the features of

(
EBoutk

)
↓ and SCMout

k , we introduced the
channel attention fusion scheme to obtain better feature representation capabilities.

As depicted in Figure 5, to better use the
(
EBoutk

)
↓ feature, we introduced channel at‑

tention to pay more attention to important feature channels after passing through a 3 × 3
convolutional layer. Then, the SCMout

k was multiplied with the attention mask to refine
the shallow feature from Ik, and then the multiplied feature passed through a 3 × 3 convo‑
lutional layer. Finally, we used an element‑wise summation operation to fuse the refined
SCMout

k and
(
EBoutk

)
↓ features.
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3.4. Supervised Attention Block
In the coarse‑to‑fine restoration strategy, wemust predict the image at different scales.

To improve the effectiveness of feature propagation, we designed a supervised‑attention
block by using the restoration image to refine the feature before being transferred to the
next stage. As illustrated in Figure 6, the input feature is passed into two 3 × 3 convolu‑
tional layers in two different paths. One path is integrated with the degraded blur image
Ik and generates the restored image Ŝk. Then, the restored image passes through a 3 × 3
convolutional layer and follows a channel attention block. Next, the attention masks are
applied to refine the feature of another path. We used the ground‑truth image to supervise
and optimize the restored result, and the restored image can be utilized to filter or empha‑
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size the features at the current stage in turns. Finally, we added a residual connection with
the refined feature before transmitting the feature to the next stage.
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3.5. Loss Function
Based on the coarse‑to‑fine strategy, ourmodel consists of three stages, and each stage

outputs a restored image. Thus, we optimized themodel withmulti‑scale loss as well. The
loss function adopts three kinds of losses: multi‑scale content loss, multi‑scale frequency
reconstruction loss [8], and multi‑scale perceptual loss. We can suppose that the Ik is a
ground‑truth image in stage k, and the corresponding Ŝk is the corresponding restored a
more image in stage k.

(1) Multi‑scale content loss: we minimized the content loss between the ground truth
and the predicted image with the Charbonnier loss [29] function. Minimizing the content
loss gradually can restore more accurate results. ε was set to 10−3.

Lcontent =
3

∑
k=1

√∥∥Ŝk − Sk
∥∥

1 + ε2, (14)

(2) Multi‑scale frequency reconstruction loss: The blurry image mainly lost the high‑
frequency information [8]; therefore, it is also important to reduce loss in the frequency
domain. In this case, we employed the fast Fourier transformer (referred to as F) to obtain
the L1 loss as the frequency loss between the ground‑truth image and the predicted output.

L f f t =
3

∑
k=1

∥∥F(Ŝk)− F(Sk)
∥∥

1, (15)

(3) Multi‑scale perceptual loss: to further obtain perceptually satisfactory results, we
used pre‑trainedVGG‑19 [30] as the feature extractor. Like themulti‑scale frequency recon‑
struction loss, we also adopted the L1 function to measure the percentage of loss between
the two images.

Lprecent =
3

∑
k=1

∥∥φ(Ŝk)− φ(Sk)
∥∥

1, (16)

Overall, the whole loss function can be expressed as follows, where λ1 is set to 0.1 and
λ2 is set to 0.01.

L = Lcontent + λ1L f f t + λ2Lprecent, (17)



Appl. Sci. 2023, 13, 311 9 of 15

4. Experiments and Analysis
4.1. Dataset and Implementation Details

We used the GoPro dataset [7] and Realblur [31] dataset for training and testing. The
GoPro dataset contains 2103 pairs of blurry and sharp images for training and 1111 pairs
for testing. To assess the generalization performance of our model, we directly applied
our GoPro‑trained model on part of the ReaBlur test dataset, which included 980 pairs of
images.

We trained all the models with the Pytorch framework. For data pretreatment, we
randomly cropped the image to 256 × 256, and then horizontally flipped it with 0.5 prob‑
ability. We trained 3000 epochs and the batch size was set to four. The initial learning rate
was 1× 10−4, then we adopted the Cosine Annealing strategy [32] to steadily decrease the
learning rate to 1 × 10−6, with three epochs for warming up. Moreover, our experiments
were conducted on a computer with one TITAN RTX GPU.

4.2. Experimental Results
(a)QuantitativeAnalysis: We adopted the peak‑signal‑to‑noise‑ratio (PSNR) and struc‑

tural similarity (SSIM) to evaluate the image quality. Meanwhile, the parameters indicate
that a lightweight and effectivemodel is the current research trend. Considering ourmodel
is a kind of CNN‑transformer combination structure, we compared our model with CNN‑
based models [2,7,8,10–17,19] and a transformer‑based model [18]. Table 1 shows a com‑
parison with the advanced models based on the GoPro [7] dataset and the RealBlur [31]
dataset.

Table 1. Deblurring results of the advanced deblurringmodels, ourmodel is trained on the GoPro [7]
dataset and directly evaluates the RealBlur [31] test dataset.

Model Method
GoPro RealBlur Params

(M)PSNR SSIM PSNR SSIM

CNN‑based models

Nah et al. [7] 29.08 0.914 27.87 0.827 11.7
Zhang et al. [11] 29.19 0.931 27.80 0.847 9.2

DeblurGAN‑V2 [10] 29.55 0.934 28.70 0.866 60.9
SRN [12] 30.26 0.934 28.56 0.867 6.8

DBGAN [15] 31.10 0.942 24.93 0.745 11.6
MT‑RNN [14] 31.15 0.945 28.44 0.862 2.6
DMPHN [13] 31.20 0.940 28.42 0.860 21.7
BANet [17] 32.44 0.957 ‑ ‑ 85.65
SDWNet [16] 31.26 0.966 28.61 0.867 7.2

FMD‑cGAN [19] 28.33 0.962 ‑ ‑ 1.98
MIMO‑UNet+ [8] 32.45 0.957 27.63 0.837 16.1

MPRNet [2] 32.66 0.959 28.70 0.873 20.1

Transformer‑based
model Restomer [18] 32.92 0.961 28.96 0.879 26.12

CNN‑Transformer Our model 32.68 0.962 28.73 0.881 15.6

From Table 1, we can see that our model outperforms SSIM results in the most deblur‑
ring models. Notably, we only trained our model on the GoPro dataset and then directly
used it to test the RealBlur dataset, proving that our model has a good generalization abil‑
ity. The PSNR results are also better thanmost of the CNN‑basedmodels. Compared with
the transformer‑based model Restomer [18], our model achieves better SSIM results with
smaller model parameters. Moreover, some CNN‑based models have small parameters,
but the evaluation results are poor, and some achieve good results with larger model sizes.
In contrast, ourmodel balances performance and parameters; it has comparable evaluation
results and relatively small model parameters.

(b) Qualitative Analysis: Figures 7 and 8 show the visual examples of comparison
on the GoPro test set with [2,8,12,17,18] and the RealBlur test set with [7,8,10,12,18]. We
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present local details to demonstrate the restoration results of each model. Some previ‑
ous CNN‑based models cannot restore the font counters well and the transformer‑based
Restomer [18] exhibited good performance. In Table 1, we can see that Restomer [18] has
the best PSNR results, and ourmodel outperforms SSIM results inmost deblurringmodels.
Compared with the previous models, our model can effectively restore the detail texture,
and perform better than Restomer [18] in some scenes, For instance, in the first example in
Figure 7 and the last example in Figure 8, our model present sharper results.
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Figure 7. Some visual comparisons on the GoPro dataset. From top left to bottom right: blurry im‑
ages, the ground truth images, the restoration of SRN [12], BANet [17], MPRNet [2], MIMO‑Unet+ [8],
Restomer [18], and our model.

4.3. Ablation Studies
To verify the effectiveness of each block, we reduced each block separately and trained

these structures on the GoPro dataset [7]. The baseline was U‑Net with a single input and a
single output. It does not include CAFB, SAB, and LGFCB, and only adopts eight residual
blocks in each encoder and decoder stage to extract features. We adopted the same loss
function as mentioned in Section 3.5, and used the same training strategy. The Table 2
shows the results of our ablation experiment.
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Table 2. Ablation experiment on GoPro dataset [7]. TB indicates the transformer block. The PSNR
and SSIM are average results per image. The ‘

√
’ means that the block is selected for training.

Baseline CAFB SAB
LGFCB

PSNR SSIM
MRB TB

√
31.44 0.943√ √ √ √
32.37 0.957√ √ √ √
32.42 0.959√ √ √ √
32.11 0.952√ √ √ √
32.07 0.951√ √ √ √ √
32.68 0.962

As shown in Table 2, we evaluated the PSNR and SSIM results of each structure. The
evaluation results show that each proposed block is effective to some extent. The first and
second rows in Table 2 indicate the contributions of SAB and CAFB blocks, which result
in 0.31 dB and 0.26 dB improvement, respectively. Notably, we observe that MRB can
improve the results by 0.57 dB and the transformer block can increase results by 0.61dB.
This demonstrates that both the local feature of the CNN structure and the global feature of
the transformer block play an important role in image deblurring. With the use of LGFCB,
our model can focus on the global and local feature extraction simultaneously, drastically
influencing performance.
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4.4. Runtime Comparison
In recent years, deblurring models have made significant progress in accuracy and

processing speed. In this paper, we balance efficiency and speed. Namely, we focus on
exploring an efficient deblurring model to obtain relatively high accuracy and consume
less testing time as well. In general, under the premise of similar accuracy, the model with
smaller parameters is more suitable for resource‑limited equipment. For a fair comparison,
we tested all the compared models in the same environment. The runtime was measured
by using the released code of each model on a single TIAN RTX GPU. Table 3 compares
our model and some advanced deblurringmodels in terms of accuracy, model parameters,
and process speed.

Table 3. Parameters and runtimes comparison. The runtimes are the average testing time per image
in the GoPro test dataset [7]. All models are tested with a single TITAN RTX GPU. The units of
parameters and runtime are millions and seconds, respectively.

DeblurGAN‑V2 [10] MIMO‑Unet+ [8] MPRNet [2] SDWNet [16] Ours

Params (M) 60.9 16.1 20.1 7.2 15.6
Runtime (s) 0.21 0.017 0.18 0.14 0.012
PSNR (dB) 29.55 32.45 32.66 31.26 32.68

SSIM 0.934 0.957 0.959 0.966 0.962

As we can see, our model achieves competitive PSNR and SSIM performance to other
models. It is fast and has relatively small parameters. Notably, SDWNet [16] has the
highest SSIM but the processing speed is much slower than our model. Compared with
DeblurGAN‑V2, our model parameters are only one‑third of DeblurGAN‑V2’s, while our
model performs better. This shows that our model has significant advantages in terms of
model parameters, process speed, and deblurring performance.

4.5. Object Detection Performance
Aswementioned above, blurry images are detrimental to subsequent vision tasks. In

this section, we employed YOLOv4 [33] to analyze the influence of burry images in object‑
detection tasks and detect the restoration images of some deblurring models [2,8,12,18]
to compare the naturalness performance. We input blurry images and restoration images
of these deblurring models to YOLOv4 successively and obtained the evaluation outputs.
Figure 9 shows the comparison of the detection results. To observe the detection perfor‑
mance of these deblurring models more intuitively, Table 4 lists the detection evaluation
results of each object: “
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As shown in Table 4, the blurry image has unclear contours and only two objects can
be detected. The restoration images of deblurringmodels all have better performance than
blurry images. The restoration images of Restomer and our model can detect six objects
using YOLOv4. However, the detection results of other restoration images miss some ob‑
jects. This is probably because some detailed information is lost in the restoration process.
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Notably, the car on the right side of the image is inconspicuous; only Restomer [18] and
ourmodel can produce sharper images so that YOLOv4 can recognize it accurately. In con‑
clusion, our model is capable of achieving sharp images, and the object‑detection perfor‑
mance is satisfactory as well. Moreover, this experiment indicates that image deblurring
is suitable for high‑level computer vision tasks (e.g., object detection) as a pretreatment
technique.
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5. Conclusions
In this paper, we proposed an improved CNN transformer combination network for

image deblurring. It can extract richer local features and global features simultaneously,
which can ameliorate the details loss and enlarge the receptive field. A series of experi‑
ments demonstrate that our model performs well on image deblurring and achieves com‑
petitive evaluation results (PSNR and SSIM). When compared with other models, our
model does not achieve the best performance in every aspect, but on the whole, it also
shows superiority in regard to accuracy and speed. Furthermore, our deblurring model
can be considered a pretreatment technique for object detection to improve performance.
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