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Abstract: Touch is one most of the important aspects of human life. Nearly all interactions, when
broken down, involve touch in one form or another. Recent advances in technology, particularly in the
field of virtual reality, have led to increasing interest in the research of haptics. However, accurately
capturing touch is still one of most difficult engineering challenges currently being faced. Recent
advances in technology such as those found in microcontrollers which allow the creation of smaller
sensors and feedback devices may provide the solution. Beyond capturing and measuring touch,
replicating touch is also another unique challenge due to the complexity and sensitivity of the human
skin. The development of flexible, soft-wearable devices, however, has allowed for the creating
of feedback systems that conform to the human form factor with minimal loss of accuracy, thus
presenting possible solutions and opportunities. Thus, in this review, the researchers aim to showcase
the technologies currently being used in haptic feedback, and their strengths and limitations.
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1. Introduction

Touch is one of the most important senses in the human body. Touch serves as the
primary means by which people interact with their environment. It is rooted deeply within
people’s everyday lives, from something as mundane and simple as turning on the lights
to driving a car to work, nearly every interaction when broken down will involve touch
in one form or another. Because of this, much attention and research has been focused on
being able to capture and convey that feeling of touch.

Haptics is described as the means by which information is conveyed through touch [1].
Currently many devices use haptics to convey information particularly through vibrations
which is used to signify when new information is being expressed [2]. Beyond that,
numerous other pieces of research have also been carried out in various fields to try and
convey information through tactile stimulation with examples ranging from educational
learning [3,4], vehicular navigation [5,6], military training [7], and physical therapy [8].
These methods, however, are rudimentary at best and are only capable of providing surface-
level stimulation such as force and shape, especially when compared to the rich amount
of detail that our skin is capable of discerning. Texture, for example, is a very subtle
but powerful tool for conveying information. Different qualities such as roughness or
smoothness convey different information which makes texture simulation an interesting
but difficult topic.

Recent advances in technology have greatly increased interest in haptic research
especially with regard to virtual reality. Virtual reality environments provide an experience
that normally cannot be achieved through regular means by allowing its user to effectively
interact and sense objects through a combination of auditory, visual, and tactile feedback
systems that immerse the user through the different forms of stimulation and interaction
made through the simulated environment [9]. Currently, virtual reality is primarily used as
a form of entertainment either through games or interactive media, with companies such as
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Facebook, Google, Samsung, HTC and many others investing millions in its research and
development [10–12]. Aside from entertainment research and application of virtual reality,
systems have become more widespread in a variety of different fields due to a large number
of open-source software such as Unity3D and Vuforia [3,13,14] being available. Fields that
have seen significant growth include educational learning [3,4], navigation [5,6], military
training [15], architectural design [16], surgery [17,18], and physical therapy [8,19,20].
Beyond virtual reality systems, augmented reality systems have also seen increased interest.
Unlike virtual reality systems which have the user interacting solely with the virtual
environment, augmented reality systems have the user interacting with both a virtual
environment and the real-world environment through the superimposition of various
virtual information systems to those of a real-world physical object and interacting with it
as you would any other object [9]. More recent, augmented reality systems have also seen
multiple applications in various disciplines such as in teaching [21,22], surgery [23,24], and
navigation [25].

The expanding interest in haptics is full of different challenges which will require
different technology to overcome. The objective of this review is to present different
technologies currently being used in the field of haptics and their strengths and weaknesses.

2. The Human Skin and Its Functions in Touch

The human skin is composed of two main receptor types, the slow-adapting mechanore-
ceptors and the fast-adapting mechanoreceptors. These mechanoreceptors determine sev-
eral pieces of information that pertains to humans’ sense of touch such as pressure and
vibration, both of which play an important role in haptics. Pressure, for example, plays
an important role with force sensing and shape discrimination [26,27] and vibration plays
an especially important role in a number of different scenarios such as roughness discrim-
ination and pressure sensing in the human body [28–30], slip detection [31], and shape
perception [32–34]. Slow-adapting mechanoreceptors such as the slow-adapting type 1 and
type 2, which have the Ruffini endings and Merkel corpuscles attached to them, mainly re-
act to continuously applied stimuli such as pressure and skin stretch, whereas fast-adapting
mechanoreceptors such as the fast-adapting type 1 and type 2, which have Pacinian and
Meissner corpuscles attached to them, react only to stimuli quickly before discharging
completely such as vibrations [35] and was believed to only be a supporting function
to that of slow-adapting mechanoreceptors. Recent studies, however, have shown that
fast-adapting mechanoreceptors play a crucial role in texture sensing than was previously
believed [36,37]. A study in 2013 showed that while the previous statements are only true
to a certain extent as both receptor types do react to continuous stimuli, it is only true up to
a certain vibrational frequency, as slow-adapting mechanoreceptors showed less response
at frequencies lower than 10 Hz, whereas fast-adapting mechanoreceptors continued to
exhibit strong responses all throughout [36].

Beyond pressure and vibration, there are also other factors that make up the whole
of tactile stimulation. A person’s sense and perception of touch can be described as
multidimensional in that it takes into account various properties such as the roughness,
hardness, stickiness and other different dimensions of an object that cannot be properly
represented or described [29,37–39].

3. Sensors

The development of tactile sensors capable of sensing touch is one of the most difficult
engineering challenges currently being tackled. While sensing vague descriptions and
dimensions such as stickiness, wetness, and other similar properties that allow us to fully
encapsulate touch are still beyond what most sensors are capable of accurately defining,
the primary factors that determine texture, such as force and vibrations, are not. With
regard to texture, an ideal tactile sensor array should then have a number of key defining
features, namely the ability to detect pressure and frequency at a very wide range, high
sensitivity, and high durability [40]. The sensor array should also be very flexible so as
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to easily conform to different type of form factors and lightweight so as not to hinder the
user’s movements without sacrificing accuracy or sensitivity [41]. Currently, there is a wide
variety of sensor types being used for sensing touch which can be classified based on the
sensing modality being used as shown in Table 1.

Table 1. Comparative study of various actuators used for touch sensing.

Sensing Modality Design Advantages Disadvantages

Strain Gauge [42–44]
Low-cost Prone to errors from moisture
Versatile Requires supplementary devices to amplify data

Good sensing range Difficult to assemble

Accelerometer [45,46]
Good accuracy

NoiseVersatile
High precision

Piezoresistive [47–54]
High accuracy

High powerHigh spatial resolution
Small and light

Piezoelectric [55–59]
High sensing range Poor spatial resolution

High precision Limited to dynamic touch scenarios

Optical [60,61]
High accuracy

BulkyHigh precision
Good spatial resolution

Multimodal [62–65] Compensates for other sensor limitations High cost
Difficult to manufacture

3.1. Strain Gauge

Strain gauges are sensors used to measure strain. They function by measuring the
change in resistance that occurs when stretching or compression is being applied. Strain
gauges are known for their versatility and accuracy and can be attached to many differ-
ent surfaces due to being small and light [66]. Their low-cost nature allows for easier
implementation in various tests and studies [42,43,67–69]; however, humidity must be
considered in prolonged usage as this can change the nominal resistance of the sensor.
Payo et al., for example, made use of strain gauges in their study of microvibrations and
its effects on slip detection. They used a strain gauge encapsulated within an aluminum
shell to detect vibrations during grasping, citing observable vibrational frequency between
130 Hz to 300 Hz [44]. While strain gauges are versatile and can be attached to multiple
surfaces making it possible to be easily implemented into a variety of different systems’
end effectors, they suffer, however, from a significant amount of noise which can reduce
the accuracy when measuring finer textures.

3.2. Accelerometer

Accelerometers are one of the most used sensors for vibration analysis. Accelerom-
eters function by capturing the movements in varying directions as acceleration [46].
There are generally three types of accelerometers: piezoelectric, piezoresistive, and capac-
itive accelerometers, with capacitive accelerometers being one of the most used. Most
accelerometer-based research involves attaching the accelerometer to either a handheld
probe or robotic end-effector and sliding it across a number of different surface textures to
determine surface roughness from the acceleration data [45,70,71]. MEMS accelerators use
integration to calculate information which can result in the noise growing and integration
drift through prolonged usage [72].

3.3. Piezoresistive Sensor

Piezoresistive tactile sensors monitor the change in pressure by having two films
separated by a thin sheet used to detect minute changes in resistance. As force is applied
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to the sensor, the thin beam sheet is strained which causes a change in the resistance of
the piezoresistive element on the beam surface. Piezoresistive sensors have been used in a
variety of different studies, due to their small profile and high performance, showing texture
discrimination by showing different signal types at different texture types [47–50]. Other
studies have also shown improved accuracy ranges through layering the piezoresistive
film on top of each other or by way of inducing specific shapes and patterns onto the
film [51–54]. However, piezoresistive sensors generally require high power consumption.

3.4. Piezoelectric Sensor

Piezoelectric tactile sensors use various materials or films that exhibit the piezoelectric
effect which allows voltage to be built up when a mechanical force or pressure is applied
to it. As force is applied to the sensor, an electric charge is generated which can be
measured as a voltage proportional to the pressure. The advantage of piezoelectric sensors
is in their high frequency response and high sensitivity to dynamic touch. The nature of
piezoelectric materials having very large internal resistances make them uniquely similar to
fast-adapting mechanoreceptors in the skin, in that they are also primarily concerned with
dynamic touch scenarios which have garnered significant research in neuromorphic tactile
sensors, sensors that mimic biological functions [55–59,73]. However, as stated previously,
the large internal resistance of piezoelectric materials prevents their usage in static touch
situations or wherever a continuous amount of pressure or force is required to be measured
and is only usable in dynamic touch scenarios and also sees significant drop offs in accuracy
at lower frequency ranges.

3.5. Optical Sensor

Optical sensors make use of cameras to distinguish surface characteristics of a textured
surface. An event-based camera is used to constantly stream data and detect any changes
within the targeted surface which is then used to determine the amount of force being
applied onto the area. Recently, research has been carried out on a neuromorphic optical
tactile sensor [60]. Neurotac is an optical sensor that has soft skin-like material with various
pins attached to it, and whenever the material makes contact with a surface, the pins
embedded on the skin move based on the amount of force applied and the direction of
force being applied which is captured by an event-based camera. The minute changes in
the pixels from the event are pooled together to form a taxel event from which the data are
then gathered, similarly to how spike trains behave, which mimic how the body processes
stimuli [61].

3.6. Multimodal Sensor

Multimodal tactile sensors can be classified as any device that utilizes different sen-
sor types to improve accuracy or to compensate for deficiencies in certain sensors [74].
The Biotac sensor utilizes a number of different sensors to detect various information
related to texture such as pressure, vibration, and temperature through a combination
of thermoresistors, piezoresistive components, and pressure sensors [62,63]. Liang et al.
describe a multimodal tactile device that seeks to overcome the piezoelectric limitation
of only being usable in dynamic touch situations through the use of a photodetector to
distinguish surface roughness [64]. Similarly, Ke et al. also used a piezoelectric sensor
for dynamic touch situations and complimented it with a force sensor for static touch
situations, citing good overall results for force measurement, contact point recognition, and
texture recognition [65].

4. Haptic Feedback

Haptic feedback systems are generally classified into two main types based on the type
of feedback that they provide. They are classified as cutaneous feedback and kinesthetic
feedback. Figure 1 shows several different cutaneous and kinesthetic feedback devices
currently being developed. Both kinesthetic and cutaneous feedback devices have their
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own differences and roles in haptics and understanding these strengths and limitations
will allow for the development of new technologies.
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Figure 1. An example of both cutaneous and kinesthetic feedback devices that show the (a) hRing
which utilizes skin stretch, reprinted with permission from [75], (b) TacTiles which utilize electromag-
netic brakes for applying pressure, reprinted with permission from [76], (c) LucidVR, string-based
actuators, retrieved from [77], and (d) ExoTen which utilize McKibben-based artificial muscles,
reprinted with permission from [78].

Kinesthesia or proprioception is defined as a person’s perception of body movement [79].
Mechanoreceptors within the joints and muscles send signals to the brain that allow a
person to effectively judge movement and motion. Proprioception is an important aspect
of daily life as it effectively allows a person to “judge limb movements and positions,
force, heaviness, stiffness, and viscosity” [80]. Kinesthesia is important in that it is one of
the body’s main tools for judging the amount of force being exerted on any given object;
however, this can be difficult when applied to virtual reality simulations as the lack of a
proper and tangible object can adversely affect a person’s perception of weight [81].

The second type of haptic feedback system is the cutaneous feedback system. Cu-
taneous feedback refers to all the stimuli received by the mechanoreceptors located in
the skin and is generally being referred to when discussing the sense of touch. Touch is
responsible for the detection of pressure and vibration stimuli and is most concentrated
at the fingertips [82]. The vibrations caused when gripping or holding an object are what
determines the amount of force required when grasping to avoid slippage [83]. Beyond the
real-world implications of cutaneous feedback, studies have shown the various effects of
incorporating tactile feedback in virtual reality simulations. It was found that the imple-
mentation of cutaneous feedback can greatly improve the weight perception of users even
in the absence of kinesthetic feedback [81,84]. Girard et al. cited in their study using their
haptic shear system, HapTip, that the presence of cutaneous feedback can significantly
improve pattern recognition and weight distribution of virtual objects [85]. Another study
has also shown that cutaneous feedback significantly improved the user’s force estimation
when holding objects [86]. Other studies have also shown significant improvements when
conducting various tasks within the virtual environment such as writing, puzzle solving,
hand-based movement exercises, and the distinguishing of curved surfaces [75,87–89].
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Unlike kinesthetic feedback, achieving accurate and believable cutaneous feedback is a
significantly more difficult challenge.

An ideal haptic device should incorporate both kinesthetic and tactile feedback within
itself to better simulate how human skin interacts with objects, with the device capable
of locking the hands and fingers when holding or gripping a virtual object to simulate
kinesthesis and an actuator to provide haptic feedback either through indentation, vibration,
or other similar means, as shown in Figure 2.
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4.1. Kinesthetic Feedback

Most kinesthetic feedback devices rely on actuators generally attached to either the
hands or the arms that detect movement and apply an appropriate feedback force to
that area to either admit or impede movement [78,90–96] and to simulate various motion
types such as gripping and lifting of objects. Unlike cutaneous feedback which has ac-
tuators capable of stimulating the mechanoreceptors directly, such as in electrotactile or
temperature-based feedback, kinesthetic feedback systems mostly rely on force feedback
which generally requires the use of large actuators to apply the appropriate force to the user.
Kinesthetic feedback can be categorized into two main types, grounded and exoskeleton-
based devices. Grounded force feedback systems are described as feedback systems which
are mounted onto a stationary platform where the user is either attached to or holds an
end effector which tracks the user’s position while modulating the amount of force that is
being applied. Exoskeleton-based feedback systems use actuators that are mounted onto
and/or attached to the user’s body, usually their arms or hands, and are ungrounded.

Different actuators have been used throughout the development history of kinesthetic
feedback systems. Early kinesthetic feedback systems made use of hydraulic systems placed
on exoskeleton devices attached to the arms [97,98]. These devices, however, were often
bulky and difficult to use, preventing use outside of laboratory settings. After hydraulic
actuators, pneumatic actuators eventually saw more uses in kinesthetic feedback systems
due to their lightness, which allowed for less bulky and more comfortable suits [99,100];
however, the prerequisite requirement of needing a source for pressurized fluid is still a
major issue.

Advances in technology have allowed for the creation of smaller actuators leading to
the creation of lighter and smaller kinesthetic feedback systems allowing for a better form
factor when equipped on the hands. Both Dexmo and Maestro make use of a number of
motors attached to movable end effectors and synthetic fiber, respectively, as their braking
system [95,101]. Cable-based actuators have also seen rising popularity, largely due to
being lightweight in form factor and the flexible nature of the cable allowing for better
motor placements without obstructing hand movement. Cybergrasp utilizes a series of
cables attached to motors that pull the strings to prevent finger movement [102]. ExoTen
uses a twisted string actuator system for its kinesthetic feedback system, with the twisted
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string actuator design allowing for high load outputs while using significantly smaller DC
motors [78]. LucidVR also uses a string actuator attached to a series of servo motors as its
braking system but with a more modular design owing to it being open source [77].

Aside from more traditional feedback systems such as hydraulics, pneumatics, and
motors, there have also been more specialized braking systems that have also seen use and
research. SenseGlove uses magnetic brakes instead of traditional motors to transmit force
between the wires and the fingertips [103]. Dextres uses a novel electrostatic braking system
for its feedback system by using two metal strips and taking advantage of the differences in
electrostatic attraction between the two strips to create electrostatic friction [93]. Research
has also been carried out regarding the use of soft materials for use in hand exoskeletons.
Jadhav et al. made use of McKibben muscles as their primary actuator which closely mimics
human muscle and has a low force–weight ratio [104]. Recently, research regarding the use
of fiber jamming in robotics has also increased. Fiber jamming methods make use of the
properties of certain materials to undergo changes from liquid-like behavior to solid-like
behavior, thereby increasing its stiffness and load capacity [105]. The variable stiffness
presented by fiber jamming presents numerous opportunities when it comes to its uses
in haptics where the goal is to make the overall device as lightweight and responsive as
possible so as not to obstruct the user experience [106].

4.1.1. Grounded Force Feedback System

Grounded force feedback systems are some of the oldest forms of force feedback
systems. These systems are commonly used in gathering data regarding position and
contact forces on the user. The original Phantom by Massie et al. makes use of an end
effector attached to mechanical links with three brushed DC motors to facilitate 3-DOF
movement for its user [107]. By representing only a single point within the virtual space,
interactions within the environment can easily be calculated. Sato et al. designed a pulley-
based force feedback system using string-based actuation [108]. The researchers utilized
the pulley-based system to impede the user’s movement based on the virtual material
being used: hard, soft, movable, or fixed.

One common application for grounded feedback systems in their use as data-gathering
devices for force-based applications. Unlike most wearable systems, stationary systems
offer a more stable and controlled experience which makes them ideal for gathering or
testing data with regard to haptic applications such as in textures. These systems allow for
much more space to be dedicated for sensors used in data gathering as well as allowing for
platforms more dedicated for testing haptic feedback. Van Der Linde et al. describe the
HapticMaster [109] that is based on an admittance control system wherein the user applies
the force onto the device and the device will react with the appropriate amount of force or
displacement to simulate force reaction. Leuschke et al. developed the finger haptic display
which utilizes a flat coil actuator to generate force when rendering virtual objects and was
used to test the psychophysical reactions of haptic perception [110].

Another application of grounded kinesthetic feedback devices is in the field of rehabili-
tation. While wearable exoskeleton-based systems have seen increasingly more usage, they
are, however, bulky and cumbersome to wear for certain patients which makes grounded
feedback systems more appealing compared to their wearable counterparts. This issue can
be particularly useful for those suffering leg injuries wherein having stationary platforms
help support the patient walk or stand up. Yoon et al. developed the virtual walk master
which utilizes pneumatic actuators that spread to 15-DOF movement across the foot [111]
and is meant to simulate different walking conditions and terrain environments. Similarly,
Ding et al. developed the NUVABAT [112] which is an ankle-based balance trainer for
rehabilitation. NUVABAT utilizes magnetorheological fluids (MRF) fluids to control the
braking system and adjusts itself based on the walking strength of the patient.

Grounded feedback systems are also well suited in teleoperation-based systems. In
such systems, the user is capable of manipulating objects at a distance by virtually mim-
icking the objects orientation. These systems are comprised of a leader/follower system.
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The follower system on the remote site is equipped with different sensors which allow it to
sense and perceive the surrounding environment accurately and to relay that information
to the leader side of the system. The leader system should then have the proper amount
of information to simulate the data in the remote site to feel physically present. In such
systems, haptic feedback plays an important role in ensuring the sense of realism or telep-
resence by the user. Considerations of inertia, clearance, and friction need to be made in
these systems while still providing large stiffness and adaptable force feedback to make
the user experience more natural. Tobergte et al. developed the sigma.7 [113], a robotic
teleoperation system for minimally invasive robotic surgery. The system is based on the
delta haptic device [114] which is made up of three double-bar parallelograms which allow
the end effector to maintain a position that is parallel to the base of the plane. Each bar is
connected via a torque actuator in the form of an electric motor attached to a cable which
allows for easily changeable stiffness modulation and a maximum force of around 20 N. In
addition, Vuliez et al. developed the Delthaptic that combines two delta robots to obtain a
6-DOF movement [115]. Each delta robot is actuated by three grounded motors with the
upper joint being substituted by a rotational joint to supplement the movement range of
the human hand.

Grounded force feedback systems offer its users high levels of movement and accu-
racy when it comes to force feedback. Their grounded nature allows for more complex
mechanisms and designs that would be difficult to apply in wearable devices. However,
their stationary nature limits their use to more specialized work environments.

4.1.2. Exoskeleton-Based Force Feedback System

Exoskeleton-based force feedback systems have seen increased interest over the past
few years due to the increasing popularity of VR systems. Unlike grounded force feedback
systems, wearable devices are not limited to a constrained area as they require the user to
be able to move around freely while still being able to experience haptic feedback on a more
general range. Wearable devices aim to provide the body with natural degrees of freedom.
The device must be able to conform to the user without impairing their movement.

Like grounded force feedback systems, wearable force feedback systems utilize actua-
tors which are attached directly onto the body to either admit or impede their movement.
Different types of actuators have been used and developed and include string-based sys-
tems and pump-based systems. The fundamental principle behind these devices remains
largely the same with those of grounded force feedback systems as they also aim to either
admit or impede movement of the body.

One of the most common actuator types used in wearable feedback devices are string-
based actuators. Cables attached to motors are fixed around key areas within the body
such as joints and fingertips which control movement and are controlled via motors which
adjust the amount of force onto the string causing them to tense up in response to an
applied force. String-based actuators generally require simple design and construction
with fast and reliable manipulation and can easily be scaled up, making them popular
for many DIY projects. Schielle et al. developed a Bowden cable actuator for use in force
feedback exoskeletons in the arm [116]. Within a Bowden transmission, a cable is guided
inside a sheath and connected on both ends to the motor and robotic joint in a pull–pull
configuration. Hosseini et al. developed the ExoTen glove [78] which utilizes a twisted-
string-based system. Two strings are attached to the ends of a rotative DC motor and a
moving element. As the DC motor rotates, the length of the strings is shortened which
generates a linear motion onto the moving element. Herbin et al. also made use of a Bowden
cable-based actuator system in the design of their 7-DOF arm-based exoskeleton. The design
of the device is based on three groups of joints based on the main arm divisions. A set of
actuators was placed on the shoulder joints, then elbow joint for forearm movements, and
finally the wrists for hand movement. The cable was then attached to the fixed actuator
base and rotary joints to facilitate movement [117].
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Pump-based actuators are also used in wearable devices. In these systems, a pump
is used to convert electrical energy into fluid or gas pressure which is used to drive the
system. Key challenges in these types of systems generally involve the size of the actuation
system and the overall bulk of it all, due to requiring thick wires and a pump system
for these to function. Lee et al. utilized a micro-hydraulic system to contract and relax
artificial muscles for force feedback applications [98]. In this research, they made use of
McKibben muscles wherein an expandable tube is wrapped in a braided veil while filled
with working fluid, allowing the volume and pressure within the tube to be controlled. Das
et al. designed a force feedback glove using pneumatically powered artificial muscles [118].
The glove includes four sets of pneumatic artificial muscles, each designed for a specific
range of movement such as flexion, extension, pronation, and supination which mimic how
human muscle works by contracting and relaxing based on the air pressure provided by the
valves. Takahashi et al. developed a soft pneumatically powered exoskeleton glove with
20-DOF movement [119]. In this research, two pairs of artificial muscles were attached to
each finger to represent flexor and extensor movements of the fingers allowing for multiple
postures for a total of 20-DOF on all five fingers. The study also made use of McKibben
muscles to more closely mimic human muscle movement.

While wearable force feedback systems offer a promising future when it comes to
haptic feedback, they currently still suffer from several major issues, particularly involving
their bulk which, in the case of string-based systems, requires multiple lines and cables
being attached to multiple individual joints in the arm. For pump-based systems, aside
from the thickness of the wiring, there is also an issue with their pump systems needing to
be brought constantly alongside the rest of the force feedback system which severely limits
their portability while adding to the overall bulk of the system. However, newer research
such as that performed in Dextres [93] showcases the thinner and lighter actuator systems
which could further push the trend in developing smaller and lighter force feedback
systems, although challenges regarding those types of systems’ power consumption still
need to be addressed.

4.2. Cutaneous Feedback

Unlike kinesthetic feedback systems, which generally require larger actuators due to
their need to be attached to the hands, arms, or both, cutaneous feedback devices only need
to be placed in key areas of the hand, usually where the mechanoreceptors are most densely
concentrated, to achieve proper feedback [75,86]. The more concentrated characteristic of
cutaneous feedback allows for significantly smaller devices to be made while applying
significantly less force while still being believable [81,84]. This has resulted in a variety of
different methods for replicating touch.

4.2.1. Vibrotactile Stimulation

The most common type of cutaneous feedback applied is vibrotactile stimulation.
Vibrotactile stimulation is both low-cost, low-power, and low-profile, allowing for it to be
attached in a variety of locations within the hand. Many electronic devices including phones
and computers make use of vibrations for alerts and most commercially available virtual
reality systems such as the Oculus Quest and HTC Vive make use of vibrotactile stimulation
as their primary form of cutaneous feedback [120]. Vibrotactile phantom stimulation is used
to provide the illusion of slippage and weight onto objects by way of a series of magnetic
pins that vibrate in response to interactions in the virtual system [121,122]. Since human
texture recognition is associated with microvibrations in the range of 1 Hz to around 500 Hz,
there is a possibility in mimicking these microvibrations through small actuators to replicate
finger movements and haptic feedback [123]. The previously mentioned Dextres, aside
from generating kinesthetic feedback, also incorporates cutaneous feedback in the form
of vibrations from a piezovibe, which is described as a series of resonating piezoelectric
beams [93]. Different research has also combined visual and haptic feedback by showing
different textures through a vibration/friction highlighting its possible use in mimicking
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texture [124,125]. Vibrotactile stimulation, while simple and easy to implement, is, however,
very limited in the types of stimulation that it can achieve, hence why it is generally paired
with other feedback systems instead [90,93].

4.2.2. Skin Indentation

Indentation is another form of cutaneous stimulation that is also commonly used. It
relies on the use of actuators that apply a normal force onto the skin by way of indentation
and depending on the method of application can be used to project a sense of weight
and shape to an object. These devices are generally attached to the skin itself or mounted
to gloves. As the fingers have the most dense concentration of receptors [75], they are
usually the focal point of where most devices are attached, either directly onto the skin
or through a glove. Depending on the amount of force being applied, one can change the
perceived amount of force being applied on a virtual object. One of the most common ways
of implementing indentation-based feedback is through the use of motors which drive a
series of end effectors directly onto the skin at varying forces [86,89,123,126,127]. TacTiles
apply indentation using pins attached to an electromagnetic actuator which can lock itself
in place to simulate grasping [76]. While skin indentation is also a low-cost and effective
means of replicating touch, it suffers from problems regarding bulk as the actuators used
to drive its systems need to be placed at the fingertips. In addition, it can inhibit a person’s
movements which, while a non-factor in virtual reality environments, is a negative when
taken into augmented reality systems where interaction with both virtual and real-world
systems is required.

Hydraulically amplified self-healing electrostatic devices are a type of dielectric actuator
using liquid dielectric instead of elastomers, providing integrated hydraulic amplification [128]
wherein applying voltage pushes the fluid to simulate touch. Fluid actuators such as hy-
draulically amplified taxel (HAXEL) enable dense and flexible cutaneous haptic feedback.
By using segmented electrodes, we can not only push the central bump up, but also shift it
north/south and east/west and create rotation-like motion [129]. The VHB 4910 acrylic
elastomer gave the highest performance in terms of strain and actuation pressure [130].
By using fluid actuation, we can achieve both tactile and kinesthetic feedback sensation,
and this is proven in the research in which the electrorheological (ER) fluids are used, and
the haptic sensation is controlled by applied electric field [131]. The use of ER fluids also
shows promise as a tool for kinesthetic force feedback systems.

4.2.3. Skin Stretch

Another form of cutaneous feedback can be achieved in the form of skin stretch,
wherein skin stretch is used to activate both slow-adapting and fast-adapting mechanore-
ceptors to simulate motion such as gripping. The common way of inducing skin stretch
is using platforms that are attached to the base of the fingers and connected to motors.
The rotation of the motors will determine the type of force being exerted, which can be a
normal force, shear force, or a combination of both [85,89,132]. Since most of the device is
concentrated on the back hand side, additional sensors can also be attached to the movable
platform for more accurate readings and output [88,127]. Other research has also made use
of fabric instead of a solid platform as the base of their device which allows for a signif-
icantly smaller form factor. Using motors to either pull or push the fabric creates either
normal force or shear force [75,133]. Recently, the use of electrostatic actuators has also
seen usage in cutaneous feedback such as the HAXEL, which uses electrostatic actuators to
push fluid onto a vacuum allowing it to change its stiffness [129].

4.2.4. Electrotactile Feedback

The use of electric stimulation in discriminating different surface textures has also seen
increased interest, specifically in the field of prosthetics. Most electrotactile stimulation
involves the use of microelectrodes which are implanted beneath the skin and directly onto
the targeted nerve to provide direct stimulation through electric voltage which mimics
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human electrical signals based on the type of sensation being simulated [134–136]. These
methods provide their users the ability to distinguish shape, stiffness, and texture recog-
nition to a high degree and show promising results; however, they come with significant
drawbacks such as being limited to invasive surgery and overall system stability and relia-
bility in extended usage [137], which can severely hinder their uses outside of controlled
environments. One promising way of electric stimulation, however, can potentially solve
the previous issues and instead makes use of electrodes placed on the skin to deliver electric
voltage to the skin to stimulate the nerve endings without the use of invasive surgery [138]
and this process is known as transcutaneous electrical nerve stimulation or (TENS) and is
used primarily for providing sensory information in a prosthesis, one of which involves
tactile feedback [139].

Currently, the use of TENS as a means of tactile stimulation is limited primarily to
prosthetic devices as is generally the most common way amputees can experience sensory
information. Vargas et al. used a 2 × 8 electrode array attached to the upper arm which was
used to evoke finger sensation by transforming the fingertip forces to current amplitude,
allowing for the distinguishing of shapes and sizes [140]. Edoardo et al. used TENS to
stimulate force sensations in the hands and fingertips allowing patients to output force
levels that would not be possible otherwise [141]. Other studies have also shown the use of
electrotactile stimulation for improved grasping and proprioception [142–144].

While research regarding TENS is limited mostly in the field of prosthetics, there is
also a possibility of its use in the field of traditional haptics. Heidi et al. used a combination
of electrotactile and vibrotactile feedback to improve hand movements [145] in both am-
putees and non-amputees. Pamela et al. used a microphone to distinguish sound caused
by the friction of rubbing different texture types and transforming them into electrical
stimulation [146]. The non-invasive approach of TENS systems may allow them to be
integrated into other haptic feedback systems such as kinesthetic feedback systems which
usually lack any form of cutaneous feedback; however, the high electrical voltage required
is a significant issue.

5. Conclusions

In conclusion, research regarding haptic feedback is still in its infancy. The complex
nature of the human skin makes it very difficult to properly capture and convey haptic
information. As VR and AR systems continue to grow in popularity, haptic feedback
systems also need to improve so as to better match the immersive systems in VR and AR
settings. Despite improvements, issues such as power and bulk are still major issues that
need to be considered when developing newer technologies. Other parameters such as pain,
numbness, cold, and hot sensations, for example, could also be explored, with research
regarding the use of chemicals to induce haptic stimulation such as pain and numbness
seeing interest [147,148]. Furthermore, the need for multiple sensors to concurrently
measure cutaneous feedback and kinesthetic feedback would be the next steps but the bulk
and stability are challenges that need to be addressed.
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