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Abstract

:

As people begin to notice mixed reality, various studies on user satisfaction in mixed reality (MR) have been conducted. User interface (UI) is one of the representative factors that affect interaction satisfaction in MR. In conventional platforms such as mobile devices and personal computers, various studies have been conducted on providing adaptive UI, and recently, such studies have also been conducted in MR environments. However, there have been few studies on providing an adaptive UI based on interaction satisfaction. Therefore, in this paper, we propose a method based on interaction-satisfaction prediction to provide an adaptive UI in MR. The proposed method predicts interaction satisfaction based on interaction information (gaze, hand, head, object) and provides an adaptive UI based on predicted interaction satisfaction. To develop the proposed method, an experiment to measure data was performed, and a user-satisfaction-prediction model was developed based on the data collected through the experiment. Next, to evaluate the proposed method, an adaptive UI providing an application using the developed user-satisfaction-prediction model was implemented. From the experimental results using the implemented application, it was confirmed that the proposed method could improve user satisfaction compared to the conventional method.
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1. Introduction


Recently, as face-to-face activities have been restricted due to COVID-19, the demand for non-face-to-face (hereafter NFF) activities has increased [1,2]. Various solutions such as recorded video [3] and video-conferencing systems [4,5] have been proposed for NFF activities, but these solutions have limitations in terms of immersion and realism. In order to overcome them, research on applying mixed reality (MR) to NFF activities has been conducted [1,2,6]. In MR, a user must perform an interaction to achieve his/her own purpose. Such an interaction performed by the user can be classified into human-to-human, human-to-virtual-object, human-to-real-object, etc., based on the target. Among these interaction types, the human-to-virtual-object interaction is the most used in MR for NFF activities, and the user can be provided immersion in the work through interaction with various virtual objects.



One of the most frequently used virtual object types in MR is a user interface (UI). As shown in Figure 1, a UI for triggering an event in the MR environment can be expressed not only as simple button types but also as various types of interactive objects.



Since UI is a channel that connects users with MR, it can affect user satisfaction [7,8]. In order to improve user satisfaction, studies on adaptive UI that provide such a UI according to the context have been conducted on conventional platforms such as mobile devices and PCs [9,10,11]. Recently, studies to provide such an adaptive UI in MR have been conducted [12,13,14,15]. These conventional studies focused on proposing adaptive UI and evaluating the user satisfaction of the proposed adaptive UI. There were insufficient studies to provide real-time adaptive UI based on user satisfaction.



In order to provide adaptive UI based on satisfaction, it is required to consider the satisfaction-measurement method. Most user satisfaction for MR applications is measured through a post-questionnaire [16,17]. In this case, it is difficult to provide a real-time adaptive UI based on user satisfaction because a user answer is required. Meanwhile, it is also possible to analyze user satisfaction in real time by attaching a sensor such as an EEG to the MR-application user [18,19]. However, in this case, there is a possibility that user satisfaction may be lowered due to the attachment of an additional sensor. As described above, the existing satisfaction-measurement method has a limitation that it is difficult to measure satisfaction in real-time or that satisfaction may be promised in the measurement process. That is, the existing methods are not suitable as a satisfaction-measurement method for providing a real-time adaptive UI based on user satisfaction. Therefore, it is required to study a new approach to provide a satisfaction-based adaptive UI.



In this paper, we propose an adaptive UI based on user-satisfaction prediction in MR. The proposed method predicts user satisfaction based on interaction-related information such as gaze, hand, head, and object, and adaptively provides UI by correcting position based on the prediction results.



This paper is composed as follows. In Section 2, we introduce interaction-related information that is mainly used in conventional studies and the developed adaptive UI in conventional studies. In Section 3, we propose an adaptive UI provision method based on user satisfaction in MR. In Section 4, we conduct two experiments, one is to develop the proposed method and the other is to evaluate the proposed method, and we analyze the experimental results. Finally, in Section 5, we present conclusions and future works.




2. Related Works


2.1. Interaction-Related Information in Mixed Reality


In an MR environment, most goals are achieved by the user performing an interaction. That is, since the interaction is a means by which the users deliver their intention to the MR, it can significantly affect the user satisfaction in MR. Therefore, in order to improve user satisfaction in MR, it is required to analyze interaction-related information [7,20,21].



In conventional studies, interaction-related information was described in various forms, and was used for various purposes in each study. Bai, H. et al. [22] proposed a collaborative system that can share eye gaze and hand gestures to remote users and evaluated the usability of the proposed system. Kytö, M. et al. [23] focused on various multimodal techniques for precise target selection and confirmed that when head motion and eye gaze are used together, targeting accuracy can be increased compared to when only eye gaze is used. Blattgerste, J. et al. [24] compared eye-gaze-based-selection and head-gaze-based-selection methods in terms of speed, workload, required movement, and user satisfaction. Mo, G. B. et al. [25] proposed the Gesture Knitter, a tool that makes it easy to create a customized gesture recognizer for MR applications that require wearing a head-mounted headset. Samini, A. et al. [26] investigated the performance metrics for evaluating the interaction of virtual and augmented reality, and mentioned that the position, size, and direction of movement of the target object can be used as independent variables to evaluate the quality.



In the study mentioned above, mainly the following information was used as interaction-related information: gaze, head, hand, and object.




2.2. Adaptive UI in Mixed Reality


Most MR applications provide connectivity to MR devices such as see-through devices and allow users to interact through UI. That is, since the UI plays a role in connecting the user and the MR application, it has a major influence on user satisfaction with the MR application [7,8,26].



In order to improve user satisfaction within the MR application, research focusing on adaptively providing a UI has recently been conducted [12,13,14,15]. Lindlbauer, D. et al. [12] proposed an optimization-based approach to adjust the amount and location of information displayed in the MR environment and evaluated the proposed method through application. Pfeuffer, K. et al. [13] proposed ARtention, a tool for designing a gaze-adaptive UI, and evaluated the proposed method through three prototypes. Cheng, Y. et al. [14] proposed SemanticAdapt, an optimization-based method to provide an adaptive MR layout in different environments, and evaluated the proposed method by implementing the application. Krings, S. et al. [15] proposed AARCon, a development framework for context-aware augmented-reality applications for mobile AR, and implemented the application using the proposed framework.



Conventional studies such as the above focused on adaptive UI to increase user satisfaction when using applications, and studies focused on providing adaptive UI based on user satisfaction were insufficient. Therefore, it is required to try a new approach to provide an adaptive UI based on user satisfaction.





3. Proposed Method


In this section, we propose a method to provide an adaptive UI based on interaction-satisfaction prediction. In general, in order to examine user satisfaction in MR, it should be asked after the user performs an interaction. However, in the above method, it is difficult to provide an adaptive UI in real time when a user uses an application because satisfaction can be examined only after performing the interaction. Therefore, in the proposed method, we try to use a user-satisfaction-prediction method before the interaction is completed. Once user satisfaction is predicted, the time to obtain user satisfaction for providing adaptive UI can be shortened as shown in Figure 2 (highlighted in blue color).



Another method to examine user satisfaction is to attach a sensor such as an EEG and analyze the sensed data. The above method has the advantage of not requiring a response from the user but has a disadvantage that it can affect usability because an additional sensor is attached. Therefore, we try to predict user satisfaction based on information that can be measured in real time when performing an interaction and that does not require an additional device other than an MR device. Based on the conventional studies introduced in Section 2.1, the interaction information selected as the input in this study is shown in Figure 3.



Among them, gaze, hand, and head information are the ones based on user movement in the real world, so they are difficult to control in an MR environment. However, since object information is of the virtual world, it is easier to control in an MR environment than the other information. Therefore, the correction for providing an adaptive UI is performed based on object information. The procedure for providing the proposed adaptive UI described above is shown in Figure 4, and the detailed description is as follows.



	
Interaction information input: raw data related to gaze, head, hand and object information are obtained when user performs an interaction.



	
User-satisfaction prediction: feature vector is extracted from the obtained raw data, and user satisfaction is predicted form the extracted feature vector.



	
UI-position correction: predicted results are compared with threshold value, and UI position is corrected based on the comparison result.



	
Adaptive UI display: Adaptive UI is displayed to the user according to the result of UI-position-correction step. If the predicted user satisfaction is lower than the threshold value, UI position is corrected to improve user satisfaction. If the predicted user satisfaction is higher than the threshold value, UI position is not corrected.







4. Experimental Results and Discussion


4.1. Common Experimental Environment and Methodology


In this paper, an experiment to develop the proposed method (described in Section 4.2) and an experiment to evaluate the proposed method (described in Section 4.3) were performed. In this section, we introduce the experimental environment and methodology that were commonly used in these two experiments.



4.1.1. Gesture Classification Using K-NN Algorithm


Both the experiment to develop the proposed method and the experiment to evaluate the proposed method were conducted using the implemented MR application. The implemented application was designed to perform selecting and moving interaction, which are performed most frequently in MR applications, and the experimental environment is shown in Figure 5.



The virtual-object-generation space was limited by the same method as in [27] to minimize the effect of differences in physical condition of each subject on the experimental results. That is, virtual objects (expressed as blue spheres in Figure 5) can only be generated in a virtual-object-generation space (black dashdotted line in Figure 5) set by a calculated length (green dashed line in Figure 5) based on the measured arm length of each subject (red double line in Figure 5). In addition, in order to prevent bias caused by the subject adapting to the experimental procedure, the virtual object was set to be randomly generated in one of the positions shown in Figure 6.



Figure 7 shows a snapshot of the experiment including a subject interacting in an MR environment. Subjects participated the experiment under the same posture (sitting) in the same location indoors while wearing Microsoft Hololens2 [28] as shown in Figure 7a, and the application was executed at 30 fps during the experimental procedure. Additionally, to prevent the experimental results from being spoiled by surrounding objects, a single-color (green) background was applied to the front of the experimental environment as shown in Figure 7 (pink dotted line in Figure 7).




4.1.2. Methodology


Subjects in their twenties to thirties were recruited [29] and all subjects were right-handed people for the consistency of the experiment. All subjects were sufficiently informed about the experiment in advance, such as the experimental procedure, the experimental environment, and the purpose of the experiment, and it was recommended to take a sufficient rest before the experiment. When the subjects arrived at the experimental location according to the experimental schedule, the experimental procedure was explained once again, and the experimental consent form and demographic questionnaires (including age, gender, contact information, etc.) were filled out by all subjects. After that, the subjects moved to the guided experimental space, measured arm length, and wore the Microsoft Hololens 2 [28] in a sitting position.



In the experiment, each subject was assigned tasks to select or to move a target virtual object generated in a random position as expressed in Figure 6. One task was composed of four interactions with virtual objects, and the number of tasks assigned to the subject was different depending on the purpose of the experiment. In addition, since the fixed experimental sequence may cause bias, the order of the selecting tasks and the moving tasks were randomly assigned. All of the research procedures described in Section 4.2 and Section 4.3 were conducted according to the guidelines of the Declaration of Helsinki, and before beginning research, approval by the Institutional Review Board of KOREATECH was obtained for all of the research procedures (approval on 26 May 2021).





4.2. Experiment for Implementation of Proposed Method


In this section, we describe the experiment to develop the proposed method. As discussed in Section 2.1, the following can be used as interaction information: gaze, hand, head, and object. In order to use this information for user-satisfaction prediction, it is required to confirm the correlation between each piece of information and user satisfaction. For confirmation of the correlation between interaction information and user satisfaction, 26 subjects in their twenties to thirties were recruited [29]. Of the recruited subjects, 17 were male, and 9 were female. In addition, 8 of the subjects had used MR devices more than 10 times, 11 of the subjects had used MR devices less than 10 times, and 7 of the subjects had no experience using MR devices at all.



In the experiment, six selecting tasks and six moving tasks were given to each subject, so that one subject performed a total of 48 interactions. During the experiment, the following information was measured: gaze information, hand information, head information, object information, task time, and user satisfaction.



	
Gaze information (3D point): composed to origin, direction, hit normal and hit position of gaze.



	
Hand information (3D point): composed to position and rotation of 25 keypoints of right hand.



	
Head information (3D point): composed to position and rotation of head.



	
Object information (3D point): composed to position and rotation of object.



	
Time (sec): time between the moment when virtual object is generated and the moment when interaction is completed.



	
User satisfaction (Likert 5 scale): satisfaction scores rated by users for performing interactions.






Gaze, hand, head, object information and time were measured in real time during the experiment, and user satisfaction was directly input from the user. In order to analyze the correlation between the measured interaction information and the user satisfaction, it is required to convert the measured interaction information into a form comparable to the user satisfaction through the process shown in Figure 8.



At first, the feature vector was extracted by calculating the average, top 10%, and bottom 10% of the raw data, then the extracted feature vector was used as the input of the regression method. Then, as shown in Figure 8, support vector regression (SVR), which had been extended from support vector machine (SVM) to solve multivariate regression problems, was used as the regression model [30]. Because SVR is useful in solving regression problems with high-dimensional features, it has already been used in various fields such as time-series prediction [30,31,32], and recently, it was used as a method for predicting user satisfaction in various conventional studies [33,34,35]. For the implementation of the SVR model, the kernel function was set to linear and the cost was set to 1.0, and for the training of the implemented SVR model, the measured data were divided into the train set (80%) and test set (20%). Table 1 shows the results of analyzing the correlation between user satisfaction and the measured interaction information by using trained SVR.



From the correlation analysis, it was found that the highest Pearson correlation coefficient was achieved when all the interaction information was used. Therefore, all four elements of interaction information were used for implementing the proposed method. Results of Table 1 were obtained by using the data measured from the start of the interaction to the end of the interaction. To predict user satisfaction, it is necessary to use only the data measured at the initial range. To specify the initial range, the average interaction time measured during the experiment was analyzed as shown in Figure 9.



As a result of the analysis, the subjects consumed an average of 2.484 s for the selecting task and 4.267 s for the moving task on average. In order to successfully predict user satisfaction in as many tasks as possible, the initial range should be set so that the prediction can be performed correctly even when performing a shorter time-consuming selection task. The average consumption time of the selection task was 2.484 s, but the consumption time of the fastest selection task was 0.85 s, so the initial range was set to 10 frames and 20 frames, which is shorter than 0.85 s (25 frames at 30 fps). In order to evaluate prediction performance of SVR model using the set initial frame, the mean absolute error (MAE) expressed as Equation (1) was used.


  MAE =    1 n    ∑   i = 1  n     P i  −  A i       



(1)




where,    P i    is  i -th predicted user satisfaction;    A i    is  i -th ground truth user satisfaction;  n  is the total number of predictions. Table 2 shows the results of user-satisfaction prediction using the initial frame, and the SVR model.



As a result of Table 2, it was confirmed that when the initial frame was set to 10 frames (MAE = 0.654), the prediction performance was improved than when the initial frame was set to 20 frames (MAE = 0.691).



To evaluate the suitability of this SVR model, the multi-layer perceptron (MLP) model was additionally designed [31,36]. Like SVR, MLP is being used to solve various problems in various fields, and recently, it was also used in research to predict satisfaction [35,37]. Data for the initial frames (10 frames and 20 frames) were input into the input layer of the MLP model as in the SVR model, and the predicted user satisfaction was outputted to the output layer. In addition, the hidden layer included two hidden layers composed of 32 neurons and one hidden layer composed of 8 neurons [38,39], and swish [40] was used as an activation function to prevent the vanishing-gradient problem from occurring. For the optimal MLP model, user-satisfaction prediction was performed by adjusting the epoch (1~30) and batch size (2, 4, 8, 16, 32), and the satisfaction prediction results of the top 3 models are shown in Table 3.



In Table 3, the MLP model with the best performance was set to use 10 frames and trained with 24 epochs and a batch size of 4, and the MAE of this model (MAE = 0.531) was reduced by 0.123 compared to the SVR model (MAE = 0.654). Therefore, in the proposed method, the MLP model, which was confirmed to have improved performance over the SVR model, was selected as the user-satisfaction-prediction method.



To provide an adaptive UI based on this user-satisfaction-prediction result, correction is performed based on object information among input information in the proposed method. Before the object-information-based correction, user satisfaction according to object information must be analyzed. For this, as shown in Figure 10, eight object-generation positions were classified into a total of six type, and the result of the user-satisfaction analysis based on this classification is shown in Figure 11.



As shown in Figure 11, in most cases, user satisfaction was improved when the object generated on the right side rather than the left side, the bottom side rather than the top side, and the front side rather than the back side, respectively. To confirm whether the difference is significant, the result of the Wilcoxon signed-rank test, which is a non-parametric test, is shown in Table 4.



As shown in Table 4, the significance level of the Wilcoxon signed-rank test was less than 0.05 in all combinations of left–right, top–bottom, and front–back. That is, it was confirmed that user satisfaction was improved when interacting with objects generated in the right, bottom, and front sides compared to the left, top, and back sides. Based on this, the proposed method corrects the object position in the left, bottom, and front directions when the predicted user satisfaction is lower than the threshold. Here, it is judged that the high preference for the right side compared to the left side is because only right-handed subjects were recruited. Since the subsequent experiment process (Section 4.3) was conducted by recruiting only right-handed subjects as before, this result was used as is. However, when targeting left-handed people in the future, it is necessary to reverse the left–right correction direction.




4.3. Experiment for Evaluation of Proposed Method


In this section, we describe the experiment to evaluate the proposed method. Figure 12 shows the procedure of applying the proposed adaptive UI based on the results of Section 4.2.



The black dashed arrow in Figure 12 is an example of a case without the proposed method, and the interaction information of the MR-application user is directly input to the UI-display part. On the other hand, blue arrow is an example of the proposed-method case, and MR-user-interaction information is input to the user-satisfaction-prediction part. In the user-satisfaction-prediction part, the input value is used for feature-vector extraction, and the MLP model predicts user satisfaction with the extracted feature vector as an input. The predicted user satisfaction is input to the UI-position-correction part and compared with the threshold. If the predicted user satisfaction is higher than the threshold, no correction is performed. Otherwise, the UI position is corrected in the UI-position-correction part, and the result is used as an input for the adaptive-UI-display part.



For comparison of the user satisfaction with and without the proposed method, seven subjects in their twenties to thirties were recruited [29]. Of the recruited subjects, six were male, and one was female. In addition, two of the subjects used MR devices more than ten times, four of the subjects used MR devices less than ten times, and one of the subjects had no experience of using MR devices at all. In the experiment, three selecting tasks and three moving tasks were given to each subject, with and without proposed method, respectively, so that one subject performed a total of 48 interactions. During the experiment, a user satisfaction (Likert 5 scale) input for interaction performance was requested from the subject. User satisfaction with and without the proposed method was measured as shown in Figure 13 and Figure 14.



From Figure 13 and Figure 14, it was confirmed that the average user-satisfaction scores improved in both selecting tasks and moving tasks when the proposed method was applied. In order to confirm whether the time difference was significant, the Wilcoxon signed-rank test was performed, which is a non-parametric test, and the result is shown in Table 5.



As shown in Table 5, the significance level of Wilcoxon sign rank test was less than 0.05 in both selecting and moving tasks. Based on this results, it was confirmed that user satisfaction is improved when applying proposed method compared to not applying proposed method (selecting: 4.333 to 4.714, moving: 3.952 to 4.381).





5. Conclusions and Future Works


In this paper, we proposed the adaptive UI based on user-satisfaction prediction in MR. The proposed method predicts user satisfaction based on interaction information, and provides adaptive UI based on the prediction results. In this paper, two experiments were performed for the proposed method: the experiment for the implementation of proposed method and the experiment for the evaluation of the proposed method. In the experiment for the implementation of the proposed method, SVR and MLP were used to predict user satisfaction based on interaction information. As a result of the experiment, it was confirmed that the prediction performance of MLP (MAE = 0.531) was higher than SVR (MAE = 0.654). In the experiment for evaluation of the proposed method, user satisfaction with and without proposed method was compared. As a result of the experiment, user satisfaction for selecting and moving tasks was increased by 8.793% and 10.725%, respectively, with the proposed method (selecting: 4.714, moving: 4.381) compared to without the proposed method (selecting: 4.333, moving: 3.952), and through this, it was confirmed that the proposed adaptive UI was effective in improving satisfaction. From the results, we expect that proposed adaptive UI based on user-satisfaction prediction to improve user satisfaction in MR environments. For example, it can contribute to higher user satisfaction when combined with scenarios such as in our previous study of predicting gestures. In addition, it can contribute to providing a real-time corrected UI based on each user’s satisfaction in applications with various target users, such as adults and children, without additional manipulation. In this study, we proposed an adaptive UI that corrects only one element (UI position), and in the future, we intend to extend our method which uses various correction elements including position, size, color, etc. Additionally, the study results were obtained from a small number of subjects. Thus, one of the future works may include extensions into a larger number of subjects.
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Figure 1. Examples of UI in MR environment. 
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Figure 2. Example of saved time when applying prediction: (a) interaction without prediction, (b) interaction with prediction. 
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Figure 3. Interaction information used as input for predicting user satisfaction. 
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Figure 4. Procedure to provide adaptive UI by the proposed method. 
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Figure 5. Experimental environment. 






Figure 5. Experimental environment.



[image: Applsci 12 04559 g005]







[image: Applsci 12 04559 g006 550] 





Figure 6. Various position examples where virtual objects were generated (8 cases): (a) left-top-front; (b) left-top-back; (c) left-bottom-front; (d) left-bottom-back; (e) right-top-front; (f) right-top-back; (g) right-bottom-front; (h) right-bottom-back. 
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Figure 7. Subject’s two views of subject in MR experiment: outer view and inner view through Hololens2: (a) outer view, (b) inner view. 
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Figure 8. Process of converting interaction information to user satisfaction using SVR. 
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Figure 9. Interaction time measured during experiment. 






Figure 9. Interaction time measured during experiment.



[image: Applsci 12 04559 g009]







[image: Applsci 12 04559 g010 550] 





Figure 10. Classification of positions where virtual objects are generated (six types): (a) left side; (b) top side; (c) front side; (d) right side; (e) bottom side; (f) back side. 
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Figure 11. Average user satisfaction obtained from six types of positions (virtual object-generation positions). 
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Figure 12. Procedure applying the proposed adaptive UI. 
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Figure 13. Average user satisfactions with and without proposed method: selecting tasks. 
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Figure 14. Average user satisfactions with and without proposed method: moving tasks. 
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Table 1. Correlation between each measured interaction-information combination and user satisfaction.
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	No.
	Gaze
	Head
	Hand
	Object
	Pearson





	1
	●
	
	
	
	0.33



	2
	
	●
	
	
	0.46



	3
	
	
	●
	
	0.23



	4
	
	
	
	●
	0.05



	5
	●
	●
	
	
	0.51



	6
	●
	
	●
	
	0.11



	7
	●
	
	
	●
	0.23



	8
	
	●
	●
	
	0.54



	9
	
	●
	
	●
	0.45



	10
	
	
	●
	●
	0.21



	11
	●
	●
	●
	
	0.55



	12
	●
	●
	
	●
	0.53



	13
	●
	
	●
	●
	0.21



	14
	
	●
	●
	●
	0.43



	15
	●
	●
	●
	●
	0.58
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Table 2. Results of user-satisfaction prediction of SVR model using initial frame.
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	Initial Frame
	MAE





	10 frames
	0.654



	20 frames
	0.691
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Table 3. Top three results of user-satisfaction prediction of MLP model using initial frame.
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Initial Frame

	
Parameter

	
MAE




	
Epoch

	
Batch






	
10 frames

	
24

	
4

	
0.531




	
28

	
16

	
0.538




	
17

	
4

	
0.538




	
20 frames

	
22

	
2

	
0.540




	
29

	
8

	
0.543




	
17

	
4

	
0.549
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Table 4. Results of Wilcoxon signed-rank test of user satisfaction based on object position.
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	User Satisfaction

Left-Right
	User Satisfaction

Top-Bottom
	User Satisfaction

Front-Back





	Z
	−2.496 1
	−1.999 1
	−2.952 2



	Asymp. Sig. (2-tailed)
	0.013
	0.046
	0.003







1 Based on positive ranks. 2 Based on negative ranks.
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Table 5. Results of Wilcoxon signed-rank test of user satisfaction based on tasks.
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	Selecting

With 1-Without 2
	Moving

With 1-Without 2





	Z
	−2.111 3
	−2.714 3



	Asymp. Sig. (2-tailed)
	0.035
	0.007







1 With proposed method. 2 Without proposed method. 3 Based on negative ranks.
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