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Abstract: Document classification is an important area in Natural Language Processing (NLP).
Because a huge amount of scientific papers have been published at an accelerating rate, it is beneficial
to carry out intelligent paper classifications, especially fine-grained classification for researchers.
However, a public scientific paper dataset for fine-grained classification is still lacking, so the existing
document classification methods have not been put to the test. To fill this vacancy, we designed and
collected the PaperNet-Dataset that consists of multi-modal data (texts and figures). PaperNet 1.0
version contains hierarchical categories of papers in the fields of computer vision (CV) and NLP,
2 coarse-grained and 20 fine-grained (7 in CV and 13 in NLP). We ran current mainstream models
on the PaperNet-Dataset, along with a multi-modal method that we propose. Interestingly, none of
these methods reaches an accuracy of 80% in fine-grained classification, showing plenty of room for
improvement. We hope that PaperNet-Dataset will inspire more work in this challenging area.

Keywords: artificial intelligence application; dataset; multi-modal information processing; machine
learning; paper classification

1. Introduction

The number of scientific papers has been increasing ever more rapidly [1–5]. Re-
searchers have to spend a lot of time classifying papers relevant to their studies, especially
into fine-grained sub-fields. When the number of papers in a field reaches the order of
104, it becomes really hard to track them manually. Therefore, intelligent fine-grained
paper-classification is highly desirable.

However, a lot of existing paper classification models are coarse-grained [6,7]; i.e., the
classification model simply divides papers into few large fields such as “math”, “chemistry”,
“physics”, and “biology”. In sub-fields such as “machine translation” or “text generation”,
the cost of data labeling could be quite high because scientific expertise is usually needed.
As a result, fine-grained paper classification datasets are lacking. Additionally, papers
usually contain text and figure information. This may not be sufficient to classify paper
documents based only on texts [8].

To address this issue, we introduce the PaperNet-Dataset, which includes 12 datasets
and multi-modal data, and ran experiments on it using current mainstream classification
models. PaperNet contains 2 coarse-grained (CV and NLP) and 20 fine-grained (7 in CV
and 13 in NLP) classes.

The main contributions of this paper are summarized as follows:

• We introduce PaperNet-Dataset, which contains multi-modal data (text and figure) for
fine-grained paper classification. To the best of our knowledge, this is the first multi-
modal fine-grained paper dataset. In addition, it was pre-processed for convenience
of use.
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• Extensive experiments using current mainstream models were conducted to eval-
uate PaperNet. None of them reached an accuracy of 80%. This shows that fine-
grained paper classification is a challenging task and PaperNet could be used as a
worthy benchmark.

• Additionally, we propose a multi-modal paper classification method as a potential
direction for better performance. The proposed method combines the strengths of
MobileNetV3 and Albert for multi-modal representation fusion and shows promis-
ing results.

2. Background and Related Works
2.1. Related Datasets

Reuters dataset [9] contains lots of short news and corresponding topics. There are
10,789 samples and 90 classes in the dataset. Cifar-10 is an image classification dataset
for identifying universal objects. The dataset contains 10 categories of RGB color images:
airplane, automobile, bird, cat, deer, dog, frog, horse, ship, truck. The sizes of images are
32 × 32, and there are 50,000 training images and 10,000 test images in the dataset. CUB-200
is a multi-modal fine-grained classification dataset and contains 11,788 images of birds,
including 200 classes of birds, among which 5994 images are in the training dataset and
5794 images are in the test dataset. Each sample provides information about image tags,
bird attributes, and image description.

In terms of paper classification dataset, AAPD (Arxiv Academic Paper Dataset) [10] is
a large dataset in the field of computer science for multi-label text classification. There are
55,840 papers, including abstracts and corresponding topics, with a total of 54 classes. The
DocFigure dataset [11] consists of 33K annotated figures of 28 different categories present
in scientific articles published in the CVPR, ECCV, ICCV, etc., conferences in the last several
years. The details of related datasets including the average word count in each sample are
shown in Table 1.

Due to a large number of categories of scientific papers, researchers more frequently
need to locate papers in subdivisions of their research fields. Compared with coarse-grained
classification, the sample similarity in the sub-fields is higher, making classification more
difficult. Another aspect of scientific papers is that they contain multi-modal information.
Figures are usually indispensable besides texts. It is insufficient to classify paper based only
on texts. Therefore, multi-modal document classification in the paper field is a potential
way to increase accuracy in fine-grained paper classification.

However, because scientific expertise is usually needed, the cost of sample labeling
can be quite high. As a result, fine-grained paper classification datasets are lacking. Here,
we introduce PaperNet-Dataset, a multi-modal paper classification dataset.

Table 1. The details of related datasets.

Modality Dataset Detail
Class Sample Word

Reuters 90 10,789 144.3
Text AAPD 54 55,840 167.3

IMDB 10 135,669 393.8

Cifar-10 10 60,000 -
Figure DocFigure 28 33,000 -

Deepchart 5 5000 -

CUB 200 11788 -
Multi-modal Food-101 101 90,704 -

PaperNet v1.0 20 38,608 150.43
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2.2. Multi-Modal Learning

Modalities are different ways in which people receive information. Researchers have
achieved remarkable research results in the field of multi-modal learning [12,13].

Multi-modal learning aims to integrate multiple modal information to obtain a consis-
tent and common model output. The fusion of multi-modal information can obtain more
comprehensive features, improve the robustness of the model, and ensure that the model
can work efficiently even when some modes are missing.

Ref. [14] proposed a new multi-modal event topic model to model the social media
documents. Ref. [15] proposed a new hashing algorithm, which integrates the multi-modal
features extracted by weak supervision into binary code, thus using the kernel function
and SVM for classification. Ref. [16] built their fusion layer by the outer product instead of
simple concatenation in order to obtain more features.

2.3. Paper Document Classification

Paper classification belongs to document-level text classification. Compared with
other document-level text classification tasks, paper classification contains lots of levels
of categories, which are from coarse-grained to fine-grained. Paper documents consist
of image information and text information. As for text information, we could get richer
semantic information from title to abstract to full document content. Ref. [17] proposed
XMLCNN which is based on the popular model [18]. Another popular model, Hierar-
chical Attention Network [19], models Hierarchical information of documents to extract
meaningful features and classify documents in combination with word level and sentence
level encoders. Nguyen et al. [20] proposed an improved feature weighting technique
for document representation. SGM [10] is a generative method for classifying multi-label
documents, which uses encoder-decoder sequence generation model to generate labels for
each document. Ref. [21] proposed a simple and properly-regularized single-layer BiLSTM.

Recently, a large number of studies have shown that the “pre-trained model” based on
large corpus can learn general language representations, which is beneficial to downstream
text classification tasks and can avoid training the model from scratch. Some pre-trained
model focuses on learning “context-sensitive word embedding”, such as Elmo [22], OpenAI
GPT [23], and Bert [24]. These learned encoders are also used to represent words in
downstream tasks. In addition, various pre-trained tasks have been proposed to learn
pre-trained model for different purposes.

DocBERT [7] presents the first application of BERT to document classification. As for
multi-modal classification, some popular visual question answering (VQA) and Image cap-
tion methods such as VisualBERT and UNITER cannot be directly applied. The method used
in [25] first studied the relation between the textual and visual aspects in multi-modal posts
from major social media platforms.

3. Method

Inspired by [25] and DocBERT [7], we propose a multi-modal paper classification
method. More modal information is extracted from scientific paper documents. We also
combine the complementary strengths of MobileNetV3 and Albert for better multi-modal
information joint representation.

3.1. Figure Feature Representation

The figures are put into the pre-trained MobileNetV3 model for feature extraction.
Here we fine-tune the MobileNetV3 to achieve better results for this task. The extracted
figure vector is subsequently fused with the text vector of the paper.

Vm
i = MobileNetV3(Ii) (1)

The figure features Fm
i = [Im

i1 , Im
i2 , Im

i3 , . . . , Im
in], Fm

i ∈ Vm
i . Where Im

ik means the figure
feature, Vm

i means the feature vector of encoded figure.
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3.2. Text Feature Representation

For the text of the paper, we first vectorize the text information. The Albert pre-
processing model is used for embedding. Then, the Albert pre-trained model is used for
encoding and feature extraction.

V t
i = Albert(Ti) (2)

The text features F t
i = [Tt

i1, Tt
i2, Tt

i3, ..., Tt
in], F t

i ∈ V t
i . Where Tt

ik means the text feature,
V t

i means the feature vector of text.

3.3. Multi-Modal Feature Fusion

After Albert processing, the text vectors are concatenated with the weighted figure
vectors.

V f
i = V t

i ⊕ (Vm
i × W) (3)

where ⊕ is the concatenation operator, W is the weighting matrix. After the concatenation,
the fully connected layer is used for the multi-modal information joint representation. Then,
we combine the text vector, the figure vector, and the fusion vector for classification.

V f
i = ReLU(w · V f

i + b) (4)

V = w1 · V
f
i + w2 · V t

i + w3 · Vm
i (5)

where w is the weighting coefficient of each vector.

3.4. Classification

We use a two-layer fully-connected neural network as our classification layer. The ac-
tivation function of the hidden layer and the output layer are element-wise ReLu and
softmax functions, respectively. The loss function is cross-entropy.

We show that this modification significantly helps the optimization of this model and
outperforms other baselines significantly in most cases.

4. Dataset
4.1. Papernet-Dataset

More than 38,000 samples were collected from “Google Scholar” and well-known NLP
and CV conferences such as ACL, EMNLP, CVPR, etc. Because of the academic nature of
the papers, we invite scholars or experts who have researched for some years in the related
field to label the samples. In our experiments, the dataset is divided with 80% of samples
as the training set and validation set. These samples are shuffled and the 10-fold cross
validation technique is used. The remaining 20% of the samples are used as the test set.
PaperNet contains following subsets.

• PaperNet_2. PaperNet_2 dataset is a coarse-grained paper classification dataset and
contains 2 classes, CV and NLP.

• PaperNet_20. PaperNet_20 dataset is for fine-grained paper classification. It contains
20 classes, 7 in CV and 13 in NLP.

• PaperNet_CV. PaperNet_CV dataset is a subset of the PaperNet_20 dataset. The dataset
includes 7 classes.

• PaperNet_NLP. PaperNet_NLP dataset is another subset of the PaperNet_20 dataset
which includes 13 classes.

Each of the above 4 datasets contains text, figure, and multi-modal subsets. So, there
are 12 datasets in PaperNet 1.0 version. The details are shown in Table 2.
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Table 2. Details of PaperNet datasets (Multi. means the pre-processed multimodal data).

Dataset Subset Class Text Figure Multi.

PaperNet_2 CV 1863 12,774 25,548
NLP 2538 6609 13,060

Average Coarse-grained class 2200.5 9691.5 19,304

PaperNet_20 PaperNet_CV CV_attention 201 1157 2314
CV_classification 387 1951 3902
CV_detection 621 4280 8560
CV_GAN 228 1932 3864
CV_recognition 284 1432 2864
CV_retrieval 82 270 540
CV_segmentation 260 1752 3504

PaperNet_NLP NLP_bert 372 1215 2430
NLP_conversation 262 698 1396
NLP_cross 277 576 1152
NLP_extraction 340 681 1362
NLP_Few_shot 119 309 614
NLP_knowledge_graph 82 244 488
NLP_machine_reading 59 104 208
NLP_machine_translation 490 832 1664
NLP_multilingual 253 557 1114
NLP_multimodal 145 829 1656
NLP_named_entity_recognition 105 189 378
NLP_sentiment_analysis 172 179 358
NLP_text_generation 100 121 240

Average Fine-grained class 241.95 965.4 1930.4

4.2. Data Pre-Processing and Feature Engineering

Because of the scientific expertise of the paper, the cost of sample labeling is extremely
high when the paper is classified in a fine-grained way. To solve the problem of a limited
number of samples, we extract the figure information and the abstract information for
information expansion.

Due to the need for data transmission and storage, most scientific papers exist in PDF
format including text content and figures. We used the PDFplumber framework to extract
the text content of the abstract part of the paper in PDF, and use the PIL framework to
extract the figures. Figure extraction is a challenge because of the size and format of figures
in PDF documents. Additionally, some figures contain useless features such as the logo or
biography figures which need to be removed in the figure extraction step. Therefore, we
modify the PIL framework for better extraction performance. We resize the images and
use ResNet for feature extraction. Next, for the text abstract of the paper, we vectorize the
text information. TF-IDF algorithm and word2vector algorithm are used for encoding and
feature extraction. The details of the paper dataset are shown in Table 2.

5. Experiment

In this section, we evaluate our PaperNet-Dataset with a series of experimental tasks.

5.1. Algorithms

We compare our proposed multi-modal fusion method with multiple well-known
classification and embedding methods such as:

• ResNet50: Residual Network [26] is widely used in the image classification field and
as part of the backbone of neural networks in computer vision tasks.

• DenseNet121: The DenseNet model [27] alleviates the problem of gradient disappear-
ance, strengthens feature propagation, and reduces the number of parameters.



Appl. Sci. 2022, 12, 4554 6 of 14

• MobileNetV3: MobileNetV3 [28] is a light-weight model. Combined with network
design and NAS technology, a new generation of MobileNets is proposed.

• ULMFiT: This is a general language model based on fine tuning (ULMFiT), which can
be applied to a variety of tasks in NLP [29].

• Albert: Albert model from paper [30]. Compared to BERT, Albert achieves better
results with fewer parameters. We use the Albert model as part of our proposed model
for text encoding.

• Concat: Previous work [25] concatenates different feature vectors of different modali-
ties as the input of the classification layer. We implement this concatenation model
with our feature vectors of different modalities and apply it for classification.

5.2. Settings

For baseline models, we used default parameter settings as in their original papers or
implementations and add the dropout layer to the pre-trained models with a dropout rate
of 0.3. The learning rate is 1 × 10−4. We selected 10% of the training set as the validation
set and the 10-fold cross validation technique was used. Following [31], we trained the
model using Adam [32] and stopped training if the validation loss did not decrease for
10 consecutive epochs.

5.3. Main Results

We aimed to use popular models to evaluate the PaperNet-Dataset and set up bench-
marks for paper classification. The results are shown in Figures 1 and 2.

Figure 1. The machine learning algorithm experiments.

Figure 2. Popular pre-trained model accuracy experiments.
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5.3.1. Text Classification

In the experiments, we first evaluated text classification models. The Ulmfit and Albert
model perform well on PaperNet_2 dataset, which is coarse-grained. As for fine-grained
classification, the accuracy of the two models dropped significantly.

5.3.2. Image Classification

Next, we used popular image classification models to conduct experiments on four
datasets. To our surprise, all the models did not perform well on fine-grained datasets.
It is more difficult to carry out fine-grained classification because of the high similarity
in the subdivided fields. Details of our further analysis can be found in Figures 3 and 4.
The typical figures in datasets are shown in Figures 5 and 6.

(a) MobileNetV2 (b) Our Model

Figure 3. Visualization of the classification results on the PaperNet_2 dataset. (Red: NLP; Blue: CV.)

(a) Albert (b) Our Model

Figure 4. Visualization of the classification results on the PaperNet_CV dataset. (Red: CV_attention;
Yellow: CV_classification; Green: CV_segmentation; Brown: CV_retrieval; Purple: CV_recognition;
Blue: CV_detection; Orange: CV_GAN.)
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Figure 5. Examples of the PaperNet_CV dataset figures.

Figure 6. Examples of the PaperNet_NLP dataset figures.

5.3.3. Multi-Modal Classification

Since the single-modal classification methods can not achieve satisfactory results,
we consider using multi-modal classification methods. Some popular VQA and Image
caption methods such as VisualBERT or UNITER are not suitable for the multi-modal
fine-grained paper classification task. We used the model proposed by [25] for multi-
modal paper classification. Additionally, in order to make the model more suitable for
paper classification tasks, we improved the model and propose our method introduced
in Section 3. As shown in Table 3, the proposed method achieves the highest accuracy in
three datasets.

Table 3. Comparison of accuracy.

Modality Algorithm PaperNet_2 PaperNet_20 PaperNet_CV PaperNet_NLP

Image ResNet50 83.94 ± 0.55 50.30 ± 0.66 60.23 ± 0.61 45.33 ± 0.50
DenseNet121 82.34 ± 0.96 45.16 ± 0.46 58.80 ± 0.40 46.21 ± 0.46
MobileNetV3 83.66 ± 0.86 48.38 ± 0.56 56.45 ± 0.40 40.08 ± 0.54

Text Ulmfit 96.26 ± 0.44 71.30 ± 1.12 75.30 ± 1.06 73.33 ± 0.18
Albert 96.31 ± 0.09 73.32 ± 0.24 73.18 ± 0.12 74.23 ± 0.36

Multi-modal Concat 96.27 ± 0.11 73.45 ± 0.69 72.43 ± 0.27 75.36 ± 0.51
Our method 97.05 ± 0.05 73.85 ± 0.39 74.26 ± 0.32 79.27 ± 0.37
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5.4. Other Machine Learning Algorithms

As shown in Table 4, compared with popular pre-trained models, the Random Forest
algorithm, the SVM algorithm, and the Naive Bayes algorithm surprisingly achieve higher
accuracy on coarse-grained PaperNet_2 dataset. The algorithms consume very little time
and computing resources. However, in fine-grained classification, the performance also
drops significantly. More details of the results are shown in Appendix A.

Table 4. Performance comparison of machine learning algorithms.

Dataset Metrics Naive Bayes Adaboost KNN SVM Random Forest

PaperNet_2 Precision 97.91 ± 0.65 96.51 ± 0.56 96.87 ± 0.63 99.12 ± 0.62 97.23 ± 0.12
Recall 97.20 ± 0.46 96.67 ± 0.32 96.42 ± 0.26 98.94 ± 0.33 97.58 ± 0.26

F1-score 97.56 ± 0.23 96.66 ± 0.25 96.64 ± 0.21 98.96 ± 0.16 97.42 ± 0.22
Accuracy 96.44 ± 0.36 94.08 ± 0.23 93.56 ± 0.43 96.98 ± 0.26 96.32 ± 0.16

PaperNet_20 Precision 70.75 ± 1.31 79.15 ± 0.39 62.64 ± 1.31 83.79 ± 1.21 81.32 ± 0.17
Recall 43.98 ± 0.63 78.36 ± 0.32 55.89 ± 0.75 66.72 ± 0.69 72.15 ± 0.08

F1-score 46.92 ± 0.39 78.46 ± 0.16 58.01 ± 0.87 69.97 ± 0.52 76.46 ± 0.09
Accuracy 50.22 ± 0.59 71.76 ± 0.26 53.01 ± 0.68 69.43 ± 0.31 72.89 ± 0.21

PaperNet_CV Precision 50.89 ± 1.29 76.81 ± 0.89 55.85 ± 0.85 80.67 ± 1.12 82.12 ± 0.06
Recall 32.85 ± 0.64 70.02 ± 0.49 49.33 ± 0.64 58.67 ± 0.62 75.43 ± 0.15

F1-score 34.11 ± 0.67 65.33 ± 0.28 51.22 ± 0.47 60.98 ± 0.21 78.64 ± 0.08
Accuracy 44.96 ± 0.91 72.40 ± 0.63 50.67 ± 0.56 64.34 ± 0.49 73.86 ± 0.36

PaperNet_NLP Precision 61.58 ± 1.16 80.68 ± 0.67 70.65 ± 0.83 86.56 ± 1.24 82.89 ± 0.18
Recall 41.43 ± 0.87 81.29 ± 0.56 64.55 ± 0.65 68.85 ± 0.72 80.25 ± 0.16

F1-score 43.81 ± 0.64 81.04 ± 0.51 66.51 ± 0.39 72.64 ± 0.51 81.55 ± 0.11
Accuracy 48.16 ± 0.89 79.01 ± 0.32 56.97 ± 0.41 68.92 ± 0.55 78.89 ± 0.26

6. Conclusions and Future Work

To facilitate research on fine-grained paper classification, we introduce PaperNet-
Dataset Version 1.0, which consists of multi-modal data (texts and figures). It contains
hierarchical categories, 2 coarse-grained and 20 fine-grained (7 in CV and 13 in NLP). We
ran multiple well known mainstream models on the PaperNet-Dataset. They performed
poorly in the fine-grained tasks, never reaching an accuracy of 80%. In addition, we
propose a multi-modal fusion method that increases the accuracy but still not satisfactory.
The results show that there is plenty of room for improvement in fine-grained classification
and PaperNet could be used as a benchmark dataset. We plan to expand PaperNet in future
versions and hope that it will inspire more work in this challenging area of fine-grained
paper classification.
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Abbreviations
The following abbreviations are used in this manuscript:

CV Computer Vision
NLP Natural Language Processing
KNN K-Nearest Neighbor
SVM Support Vector Machine

Appendix A

Some detailed experiment results.

Table A1. Detailed results of the Naive Bayes algorithm.

Dataset Class Precision Recall F1-Score

PaperNet_2 CV 0.99 0.94 0.97
NLP 0.96 0.99 0.98

PaperNet_20 CV_attention 0.60 0.15 0.55
CV_classification 0.52 0.47 0.50
CV_detection 0.42 0.93 0.58
CV_GAN 0.68 0.47 0.55
CV_recognition 0.82 0.38 0.52
CV_retrieval 0.99 0.05 0.10
CV_segmentation 0.61 0.21 0.31
NLP_bert 0.46 0.66 0.54
NLP_conversation 0.67 0.81 0.73
NLP_cross 0.43 0.45 0.44
NLP_extraction 0.49 0.62 0.55
NLP_Few_shot 0.83 0.21 0.33
NLP_knowledge_graph 0.99 0.40 0.57
NLP_machine_reading 0.99 0.05 0.10
NLP_machine_translation 0.67 0.88 0.76
NLP_multilingual 0.65 0.52 0.58
NLP_multimodal 0.67 0.53 0.59
NLP_named_entity_recognition 0.99 0.20 0.33
NLP_sentiment_analysis 0.70 0.40 0.51
NLP_text_generation 0.89 0.40 0.55

PaperNet_CV CV_attention 0.67 0.15 0.24
CV_classification 0.52 0.41 0.46
CV_detection 0.40 0.95 0.56
CV_GAN 0.41 0.20 0.27
CV_recognition 0.70 0.23 0.35
CV_retrieval 0.41 0.21 0.27
CV_segmentation 0.50 0.15 0.24

PaperNet_NLP NLP_bert 0.42 0.65 0.51
NLP_conversation 0.64 0.79 0.71
NLP_cross 0.44 0.41 0.43
NLP_extraction 0.46 0.62 0.52
NLP_Few_shot 0.75 0.12 0.21
NLP_knowledge_graph 0.99 0.25 0.40
NLP_machine_reading 0.51 0.12 0.20
NLP_machine_translation 0.57 0.86 0.69
NLP_multilingual 0.58 0.42 0.49
NLP_multimodal 0.71 0.50 0.59
NLP_named_entity_recognition 0.80 0.20 0.32
NLP_sentiment_analysis 0.69 0.31 0.43
NLP_text_generation 0.50 0.13 0.20
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Table A2. Detailed results of the Adaboost algorithm.

Dataset Class Precision Recall F1-Score

PaperNet_2 CV 0.96 0.96 0.96
NLP 0.97 0.97 0.97

PaperNet_20 CV_attention 0.83 0.85 0.84
CV_classification 0.93 0.84 0.88
CV_detection 0.93 0.97 0.95
CV_GAN 0.73 0.60 0.66
CV_recognition 0.95 0.90 0.92
CV_retrieval 0.95 0.90 0.92
CV_segmentation 0.92 0.87 0.89
NLP_bert 0.82 0.80 0.81
NLP_conversation 0.81 0.85 0.83
NLP_cross 0.76 0.79 0.77
NLP_extraction 0.78 0.82 0.80
NLP_Few_shot 0.59 0.67 0.63
NLP_knowledge_graph 0.54 0.70 0.61
NLP_machine_reading 0.91 0.50 0.65
NLP_machine_translation 0.86 0.86 0.86
NLP_multilingual 0.80 0.82 0.81
NLP_multimodal 0.75 0.70 0.72
NLP_named_entity_recognition 0.74 0.85 0.79
NLP_sentiment_analysis 0.59 0.74 0.66
NLP_text_generation 0.68 0.65 0.67

PaperNet_CV CV_attention 0.52 0.99 0.68
CV_classification 0.99 0.81 0.90
CV_detection 0.92 0.98 0.95
CV_GAN 0.50 0.49 0.50
CV_recognition 0.99 0.05 0.10
CV_retrieval 0.51 0.50 0.50
CV_segmentation 0.88 0.99 0.94

PaperNet_NLP NLP_bert 0.87 0.85 0.86
NLP_conversation 0.96 0.83 0.89
NLP_cross 0.87 0.93 0.90
NLP_extraction 0.83 0.85 0.84
NLP_Few_shot 0.69 0.75 0.72
NLP_knowledge_graph 0.68 0.75 0.71
NLP_machine_reading 0.56 0.45 0.50
NLP_machine_translation 0.92 0.90 0.91
NLP_multilingual 0.84 0.84 0.84
NLP_multimodal 0.93 0.93 0.93
NLP_named_entity_recognition 0.75 0.90 0.82
NLP_sentiment_analysis 0.76 0.89 0.82
NLP_text_generation 0.93 0.70 0.80
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Table A3. Detailed results of the KNN algorithm.

Dataset Class Precision Recall F1-Score

PaperNet_2 CV 0.98 0.94 0.96
NLP 0.96 0.98 0.97

PaperNet_20 CV_attention 0.24 0.23 0.23
CV_classification 0.44 0.44 0.44
CV_detection 0.57 0.75 0.65
CV_GAN 0.44 0.60 0.50
CV_recognition 0.62 0.55 0.58
CV_retrieval 0.38 0.15 0.21
CV_segmentation 0.54 0.40 0.46
NLP_bert 0.62 0.64 0.63
NLP_conversation 0.71 0.79 0.75
NLP_cross 0.49 0.52 0.50
NLP_extraction 0.68 0.60 0.64
NLP_Few_shot 0.48 0.46 0.47
NLP_knowledge_graph 0.88 0.75 0.81
NLP_machine_reading 0.99 0.50 0.67
NLP_machine_translation 0.73 0.85 0.79
NLP_multilingual 0.66 0.54 0.59
NLP_multimodal 0.77 0.67 0.71
NLP_named_entity_recognition 0.80 0.60 0.69
NLP_sentiment_analysis 0.57 0.60 0.58
NLP_text_generation 0.92 0.55 0.69

PaperNet_CV CV_attention 0.45 0.38 0.41
CV_classification 0.53 0.47 0.50
CV_detection 0.56 0.75 0.64
CV_GAN 0.48 0.58 0.53
CV_recognition 0.64 0.48 0.55
CV_retrieval 0.70 0.35 0.47
CV_segmentation 0.55 0.44 0.49

PaperNet_NLP NLP_bert 0.60 0.62 0.61
NLP_conversation 0.67 0.73 0.70
NLP_cross 0.53 0.55 0.54
NLP_extraction 0.71 0.66 0.69
NLP_Few_shot 0.45 0.58 0.51
NLP_knowledge_graph 0.89 0.80 0.84
NLP_machine_reading 0.99 0.50 0.67
NLP_machine_translation 0.72 0.83 0.77
NLP_multilingual 0.57 0.50 0.53
NLP_multimodal 0.82 0.90 0.86
NLP_named_entity_recognition 0.80 0.60 0.69
NLP_sentiment_analysis 0.64 0.66 0.65
NLP_text_generation 0.90 0.45 0.60
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Table A4. Detailed results of the SVM algorithm.

Dataset Class Precision Recall F1-Score

PaperNet_2 CV 0.97 0.99 0.98
NLP 0.98 0.99 0.98

PaperNet_20 CV_attention 0.63 0.30 0.41
CV_classification 0.63 0.80 0.70
CV_detection 0.68 0.96 0.79
CV_GAN 0.82 0.62 0.71
CV_recognition 0.86 0.73 0.79
CV_retrieval 0.99 0.05 0.10
CV_segmentation 0.87 0.87 0.87
NLP_bert 0.62 0.93 0.74
NLP_conversation 0.93 0.79 0.85
NLP_cross 0.75 0.77 0.76
NLP_extraction 0.75 0.81 0.78
NLP_Few_shot 0.88 0.29 0.44
NLP_knowledge_graph 0.99 0.50 0.67
NLP_machine_reading 0.99 0.30 0.46
NLP_machine_translation 0.83 0.95 0.88
NLP_multilingual 0.91 0.78 0.84
NLP_multimodal 0.88 0.77 0.82
NLP_named_entity_recognition 0.94 0.75 0.83
NLP_sentiment_analysis 0.77 0.69 0.73
NLP_text_generation 0.99 0.70 0.82

PaperNet_CV CV_attention 0.75 0.30 0.43
CV_classification 0.68 0.79 0.73
CV_detection 0.62 0.96 0.75
CV_GAN 0.87 0.58 0.69
CV_recognition 0.84 0.68 0.75
CV_retrieval 0.99 0.05 0.10
CV_segmentation 0.89 0.75 0.81

PaperNet_NLP NLP_bert 0.57 0.94 0.71
NLP_conversation 0.93 0.79 0.85
NLP_cross 0.76 0.73 0.75
NLP_extraction 0.70 0.82 0.76
NLP_Few_shot 0.90 0.38 0.53
NLP_knowledge_graph 0.99 0.50 0.67
NLP_machine_reading 0.99 0.10 0.18
NLP_machine_translation 0.84 0.97 0.90
NLP_multilingual 0.93 0.76 0.84
NLP_multimodal 0.89 0.80 0.84
NLP_named_entity_recognition 0.94 0.85 0.89
NLP_sentiment_analysis 0.86 0.71 0.78
NLP_text_generation 0.99 0.60 0.75
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