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Abstract: In most negative hydrogen ion sources, an external magnet is installed near the extraction
region to reduce the electron temperature. In this paper, the self-developed CHIPIC code is used
to simulate the mechanism of a magnetic filter system, in the expansion region of the negative
hydrogen ion source, on “hot” electrons. The reflection and the filtering processes of “hot” electrons
are analyzed in depth and the energy distribution of electrons on the extraction surface is calculated.
Moreover, the effects of different collision types on the density distribution of “cold” electrons along
the X-axis and the spatial distribution of “cold” electrons on the X−Z plane are discussed. The
numerical results show that the electron reflection is caused by the magnetic mirror effect. The
filtering of “hot” electrons is due to the fact that the magnetic field constrains most of the electrons
from reaching the vicinity of the extraction surface, being that collisions cause a decay in electron
energy. Excitation collision is the main decay mechanism for electron energy in the chamber. The
numerical results help to explain the formation process of “cold” electrons at the extraction surface,
thus providing a reference for reducing the loss probability of H−.

Keywords: negative hydrogen ion source; particle in cell; Monte Carlo collision; magnetic mirror
effect

1. Introduction

Compared with other multi-type ion sources, the radio frequency (RF) negative hy-
drogen ion source has a relatively simple structure, reliable performance, long life, and is
almost maintenance-free [1]. It has its unique advantages and characteristics. Therefore,
the RF negative hydrogen ion source is favored by many researchers. In 2007, the RF
negative hydrogen ion source was established as the reference scheme for plasma gen-
eration in the International Thermonuclear Experimental Reactor (ITER) neutral beam
injection system [2–5]. With the development and testing of the ITER neutral beam test
facility located in Padova, Italy, countries are experiencing a research boom with respect
to negative hydrogen ion sources [6–9]. At present, the Max-Planck-Institute für Plasma
Physik (IPP) in Germany is one of the leading institutions in the research of RF negative
hydrogen ion sources [10,11]. Some experimental parameters obtained by the BATMAN,
BATMAN upgrade, MANITU, ELISE, and RADI experimental devices [12–14] have reached
or exceeded the requirements of the ITER project. Based on the BATMAN testbed, India
has developed an ion source device, ROBIN [15], similar to the BATMAN structure. China
has also successively developed a single-exciter experimental device, HUST [16], a RF
negative ion source device, HUNTER [17], and so on. At the same time, a large number of
numerical simulation studies have also been carried out on negative hydrogen ion source
devices, mainly using the two-dimensional or three-dimensional Particle-In-Cell/Monte
Carlo Collision (PIC/MCC) method to perform a lot of work on H− volume generation,
surface generation processes, and extraction processes [18–20]. The factors affecting the
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beam quality have been studied in an attempt to clarify the physical mechanism in the
source and to improve the performance of the device.

Many examples in the existing literature show that the negative hydrogen ion source
needs to add a magnetic filter field near the extraction region to filter the “hot” electrons
(Te ≥ 10 eV), so as to reduce the electron temperature and reduce the stripping loss of
negative hydrogen ions [21–24]. The design of the magnetic filter field is strongly dependent
on experiments [23]. In addition to the effect of “reducing the temperature of electrons”,
which is widely understood by researchers, the mechanism behind it also needs to be
studied by means of numerical calculation. Based on the three-dimensional PIC/MCC
method [25] and using the CHIPIC code [26–28], this paper studies the transport mechanism
of “hot” electrons passing through the magnetic filter field system in the expansion region
and the influence of different collision types on “hot” electron filtering. Results from
modelling [29,30] show that a gradient drift occurs in the IPP prototype source. Likewise,
the vertical drift of electrons due to gradient drift is observed in this paper. The temperature
of the initial electrons is reduced from 10 eV to about 3.2 eV through the magnetic filter
field system, which is consistent with the 3 eV of a reference [31] with the same magnetic
field structure. However, numerical results show that the magnetic filter field filters both
“hot” and “cold” electrons (energy ε ≤ 2 eV), which is different from the descriptions in
the literature. The filtering, reflection, and drift phenomena of electrons in the numerical
results are presented and discussed to understand the complex behavior of electrons on
the magnetic filter field. The research in this paper helps elucidate the particle transport
process under the magnetic filter field system, the formation process of cold electrons on
the extraction surface, and the objective role of the magnetic filter field system in negative
hydrogen ion source devices.

2. Simulation Model and Methods

Figure 1 is a schematic diagram of a typical negative hydrogen ion source structure.
It is mainly divided into three parts: the driver, the expansion region, and the extraction
region. The driver generates hydrogen or deuterium plasma through RF power coupling
(up to 100 kW at 1 MHz) with an electron temperature greater than 10 eV and an electron
density greater than 1018 m−3. As the plasma diffuses into the expansion region, the electron
temperature is cooled below 2 eV by the magnetic filter field [21]. The extraction region
mainly includes a bias plate (BP) and three grids (a plasma grid PG, an extraction grid EG,
and a grounded grid GG). There is usually a positive bias voltage of about 15 V between
BP and PG. The purpose of this paper is to study the mechanism of the magnetic filter
field on “hot” electrons, so the simulation domain selects the expansion region, which
contains a long-range weak magnetic filter field. The surface production process and the
extraction and acceleration processes of H− ions are not considered, so the model we built
only simulates the expansion region of the front end of BP shown in Figure 2. Since BP is
connected to the source body, the expansion region can be considered to be equipotential.
The main generation method for H− ions in the expansion region is volume production,
that is, H2 achieves an excited state after colliding with fast electrons (Te ≥ 5 eV) and then
dissociates and adsorbs with low-temperature electrons to generate H−.

Figure 2 is the schematic diagram of the X−Z cross section of the negative hydrogen
ion source expansion region model. The simulation domain is 18 cm× 60 cm× 30 cm. The
black frame represents the metal conductor; the yellow lines represent the ends of the
emission surface of the electron beam and the BP, which are all metal conductor materials;
the green dashed line represents the ends of the extraction surface; and the grey area
represents the plasma. Samarium-cobalt permanent magnets are attached on both sides
of the chamber. When electrons reach the simulation boundary (the surface of a metal
conductor), they are destroyed. This paper approximates the process of generating plasma
by an RF power coupling in the driver as follows: electron beams are emitted from a perfect
conductor surface, colliding with the background gas to generate plasma, and the emitting
surface is circular, with a radius of 12 cm.
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Figure 1. Schematic view of negative hydrogen ion source.

Figure 2. The schematic diagram of the X−Z cross section of the negative hydrogen ion source
expansion region model.

The electron beam temperature is set at 10 eV, and the electron velocity distribution
follows the Gaussian distribution. The initial electron density is 5× 1018 m−3, and the
background hydrogen has a pressure of 0.6 Pa and a temperature of 1200 K. Due to the
extremely high initial density of electrons, affected by the space-charge-limited current,
the generated reverse electric field force leads to most of the electrons being unable to be
successfully emitted and thus accumulating on the emitting surface. Therefore, the model
ignores the interactions between particles and adopts the electrostatic simulation method.
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The simulation parameters are set as shown in Table 1 [32–34]. The main collision reactions
considered in the expansion region are shown in Table 2 [32,35,36]. The magnetic filter
field is calculated by the scalar magnetic potential finite-difference method (SMPM) [26,37].
Magnetic boxes are located on both sides of the source body, and there are 4 magnetic boxes
in total. Each magnetic box could hold 2× 4 samarium–cobalt magnets; that is, CoSm
magnets are superimposed, and 2 CoSm magnets are placed on each layer for a total of
4 layers. The size of each magnet is 9 mm× 13 mm× 50 mm, the maximum magnetic field
intensity is 1 T, and the magnetization direction is along the direction of “13 mm” [22].

Table 1. Simulation parameters used in code [32–34].

Simulation Parameters

Hydrogen gas pressure P 0.6 Pa
Hydrogen gas temperature Tg 1200 K
Initial electron density on the emitter surface Ne 5× 1018 m−3

Hydrogen gas density NH2 4 × 1019 m−3

Atom to molecule density ratio NH/NH2 0.2
Density ratio of vibrationally excited to
ground state hydrogen molecules NH2(v > 3) /NH2(v = 0) 0.01

Charged particle injection ratios e−: H+: H2+: H3+ 1:0.2:0.6:0.2
Electron temperature Te 10 eV
Chamber wall potential Φ 0 V
Grid size ∆x = ∆y = ∆z 4 mm
Grid number Nx × Ny × Nz 506,250
Macro particle number of electron N 2.2~2.7 × 106

CoSm magnet size x’, y’, z’ 9 mm × 50 mm × 13 mm
Extraction chamber size X, Y, Z 18 cm × 60 cm × 30 cm
Timestep ∆t 0.1 ns
Simulation time T 15 µs

Table 2. Reaction in the transport simulation [32,35,36].

Index Collision Type Collision Species Threshold
(eV)

1 Elastic e + H → e + H 0.01

2 Ionization e + H∗ → 2e + H+ 13.6

3 Ionization e + H∗2 → 2e + H+
2 15.42

4 Dissociative Ionization e + H∗2 → 2e + H + H+ 21.1

5 Dissociative Recombination e + H+
3 → 3H 0.1

6 Dissociative Recombination e + H+
2 (0 ≤ v ≤ 9)→ H(1s) + H∗(n ≥ 2) 0.01

7 Dissociative Attachment e + H∗2 (ν > 3)→ H− + H 0.1

8 Dissociation e + H2

(
X1Γ+

g , v′′ = 0
)
→ e + H(1s) + H∗(2s) 14.9

9 Vibrational Excitation e + H2(ν = 0)→H2(ν = 1) + e 0.895

10 Vibrational Excitation e + H2(ν = 0)→H2(ν = 2) + e 1.38

11 Electronic Excitation e + H2

(
X1Γ+

g , v′′ = 0
)
→ H∗2

(
B1Γ+

u 2pσ
)
+ e 12

12 Electronic Excitation e + H2

(
X1Γ+

g , v′′ = 0
)
→ H∗2

(
C1Πu2pπ

)
+ e 12

13 Electronic Excitation e + H2

(
X1Γ+

g , v′′ = 0
)
→ H∗2

(
b3Γ+

u
)
+ e 11.72

14 Electronic Excitation e + H2

(
X1Γ+

g , v′′ = 0
)
→ H∗2

(
a3Γ+

g

)
+ e 7.93

15 Electronic Excitation e + H2

(
X1Γ+

g , v′′ = 0
)
→ H∗2

(
c3Π+

u
)
+ e 11.72

16 Electronic Excitation e + H2

(
X1Γ+

g , v′′ = 0
)
→ H∗2

(
E, F1Γ+

g

)
+ e 15

17 Electronic Excitation e + H2

(
X1Γ+

g , v′′ = 0
)
→ H∗2

(
e3Γ+

u
)
+ e 17.5

18 Dissociative Excitation e + H+
2 (0 ≤ v ≤ 9)→ e + H+ + H 2.7

19 Dissociation e + H+
3 → e + H+ + 2H 14
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3. Numerical Results and Analysis
3.1. Magnetic Filter Field Simulation Result

In this paper, the scalar magnetic potential finite-difference method is used to calculate
the magnetic filter field. The layout of the magnetic field is as referred to in [22,33]; that
is, the magnets are located in the magnetic boxes on both sides of the chamber, forming
a strong magnetic field on the two sides and weak one in the middle. The magnetic field
line enters the expansion region from the chamber wall and exits from the other chamber
wall, and it does not form a closed magnetic field line, which is a typical structure and
characteristic of the negative hydrogen ion source magnetic filter field. Figure 3a shows the
distribution of the magnetic filter field Bz on the Y−Z plane calculated by SMPM. Figure 3b
shows the calculation result for the distribution of the magnetic filter field Bz along the
X-axis. It shows that the maximum magnetic induction intensity Bz along the X-axis at the
center of the chamber is about 7.4 mT, which is in good agreement with the magnetic field
intensity distribution curve in [33].

Figure 3. (a) The distribution of magnetic filter field Bz calculated by SMPM on the Y−Z
plane; (b) Magnetic filter field Bz distribution along the X-axis compared with experimental data.

Section 3.1 is a collision-free model. The filtering effect of the magnetic field on the
electron beam with a temperature of 10 eV on the X−Z plane is shown in Figure 4. It can
be seen that most of the electrons are effectively filtered by the magnetic filter field, and
only a small number of the electrons are allowed to pass through the expansion region to
the extraction surface (as shown in Figure 2). The whole simulation time T is 15 µs. The
calculation is regarded as steady-state when the number of electrons in the chamber reaches
saturation after 15 µs. When T = 9 ∼ 15 µs, compared with the absence of a magnetic
filter field, the proportion of extracted low-energy electrons (ε ≤ 2 eV) increases from 2.6%
to 10.3%, and the temperature of the extracted electrons decreases from 10 eV to 6.5 eV,
but the number of extracted electrons drops from 1.95× 1017 to 5.37× 1013. This suggests
that the magnetic filter field can effectively filter both “hot” and “cold” electrons. For the
objects to be filtered, “hot” and “cold” electrons have equal statuses. Since collisions are
not considered in this section, the electron energy does not decay in any form, and the
mechanism of the magnetic filter field can be regarded as a matter of how electrons are
transported in the magnetic filter field.
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Figure 4. The filtering effect of the magnetic field on the electron beam with a temperature of 10 eV
on the X−Z plane at 15 µs.

In order to explore the general law of electron transport paths in the expansion region,
the electron emission position is fixed at the centre of each grid on the emission surface
(i.e., the emitter in Figure 2) to observe the electron trajectory. The energy of all electrons is
fixed at 30 eV. Results are shown in Figure 5. Figure 5a shows the projection of all electrons
on the X−Z plane. Figure 5b is the projection of some electrons on the X−Z plane in the
range of the Y-axis [−4 mm, 4 mm]. Electrons travel in the +X direction from the emission
surface (at X = 0 cm). As the magnetic field intensity increases, the electrons gyrate along
the magnetic field lines. Figure 5b clearly shows that some of the electrons are reflected by
the strong magnetic field on both sides of the chamber as they pass through the expansion
region. Such a phenomenon can be explained by the magnetic mirror effect; that is, having
a strong magnetic field at both ends and a weak one in the middle causes charged particles
to be reflected by the strong field, just as light is reflected by a flat mirror. The magnetic
mirror phenomenon can be explained by Equation (1).

1
2

mv2 =
1
2

mv2
⊥ +

1
2

mv2
‖ = constant (1)

Figure 5. (a) The projection of all electrons on the X−Z plane; (b) The projection of electrons on the
X−Z plane within the range of the Y-axis [−4 mm, 4 mm].
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v⊥ and v‖ are the velocities of the electrons perpendicular to and parallel to the mag-
netic field, respectively, and v is the velocity of the electrons in the direction of the resultant
force. Since this model has no applied electric field, does not consider the interaction
between electrons, and ignores the influence of gravity, the Lorentz force does not work, so
the total energy of the electrons is conserved. When the magnetic field intensity B increases,
v⊥ increases and v‖ decreases. When B is strong enough, v‖ can decrease to zero (i.e.,
v = v⊥) such that the longitudinal motion of some electrons in Figure 5b is suppressed,
followed by reverse motion, which is continuously reflected in the chamber. Therefore,
as shown in Figure 5, most of the electrons in the expansion region are still constrained
by the magnetic filter field and move along the magnetic field lines to the chamber wall,
while a few electrons are reflected by the strong magnetic field at both ends and move back
and forth along the longitudinal direction of the chamber. With the effect of the magnetic
filter field, the number of electrons guided to the chamber wall is greatly increased, and the
number of electrons reaching the extraction surface is effectively reduced.

3.2. Calculation of Electron Energy Probability Function

In this section, the collision reactions shown in Table 2 and the simulation parameters in
Table 1 are applied to the expansion region model. According to Equations (2) and (3) [38],
the electron energy probability function (EEPF) diagram shown in Figure 6 is calculated.

EEDF(ε) =
2

kT

√
ε

πkT
e
−

ε

kT , EEPF(ε) = EEDF(ε)/
√

ε (2)

lg
[

EEDF(ε)√
ε

]
= − 1

kTln10
ε + lg

(
2

kT

√
1

πkT

)
(3)

where ε is the electron energy (i.e., 1
2 mv2). The distribution function of ε is set to EEDF(ε),

and KT is the electron temperature. As shown in Equation (3), the ratio of the absolute
inverse of the slope of the EEPF straight line to ln10 is KT. KTlow and KThigh represent
the electron temperatures of low and high energy states, which are 0.6 eV and 6.4 eV,
respectively. It can be seen from Figure 6 that the electron energy shows a bi-Maxwellian
electron energy distribution function (EEDF [39]), that is, a low temperature followed by a
higher temperature, which is in line with the typical characteristics of negative hydrogen
ion source discharge. The electron temperature of the extraction surface is calculated
to be about 3.2 eV, which is consistent with the typical value of 3 eV as measured by a
negative hydrogen ion source with the same magnetic field structure in [31]. In addition,
the calculated low energy range at low temperature is 0–8 eV, which is consistent with
the low energy range measured by Optical Emission Spectroscopy (OES) method and
Langmuir Probe [31]. Therefore, the expansion region model is reasonably established, and
the collision reactions and types shown in Table 2 basically conform to the main electron
collision reactions of the negative hydrogen ion source.

Figure 6. Diagram of EEPF as a function of electron energy.
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3.3. Influence of Different Collision Reactions on Electron Energy Distribution

The temperature of the electron beam is 10 eV, and the electron velocity distribution
follows a Gaussian distribution. Table 2 can be divided into four reaction types, namely:
Type-A, Elastic collisions (index: 1 in Table 2); Type-B, Elastic and various excitation
collisions (index: 1 and 9–18); Type-C, All collisions (index: 1–19); and Type-D, No collisions.
They are applied to the electron transport process in the expansion region containing the
magnetic filter field to analyze the electron energy distribution on the extraction surface.

Figure 7 is a diagram of the proportion of electron energy at the extraction surface
under the four reaction types when T = 9 ∼ 15 µs. More relevant parameters of the
extracted electrons are shown in Table 3, where the temperature of the extracted electron is
derived from the Maxwellian velocity distribution function.

Figure 7. Diagram of the proportion of electron energy at the extraction surface under the four types
of reaction types when T = 9 ∼ 15 µs with the emission electron beam at a temperature of 10 eV.

Table 3. The related parameters of extracted electrons during T = 9 ∼ 15 µs.

Type
Electron Mean Energy

¯
ε (eV)

Extracted Electron Temperature
Text(eV)

Extracted Electron Number
Next

A 6.9 4.4 1.72× 1014

B 3.6 2.2 1.98× 1014

C 5.3 3.2 1.02× 1014

D 10.0 6.5 5.37× 1013

Type-D, i.e., the no collisions model, is considered as the reference model. For Type-A,
elastic collisions theoretically cause almost no decay of electron energy. As shown in Table 3,
Next increases by a factor of about three, but ε decreases from 10 eV to 6.9 eV, indicating that
elastic collisions promote the mobility of low-energy electrons (ε ≤ 2 eV) to a certain extent.
For Type-B, Next is the largest, the proportion of low-energy electrons in Figure 7 is the
highest, and ε was the lowest, indicating that excitation collision plays the most important
role in the electron energy decay mechanism; for Type-C, Text = 3.2 eV, which is consistent
with the experimentally measured 3 eV [31] of a negative hydrogen ion source with the
same magnetic field structure. Collision reactions and types in Table 2 basically conform to
the main electron collision reactions of the negative hydrogen ion source. The numerical
results above show that the magnetic filter field system contributes to the reduction in
electron temperature and that electron excitation collision is the main reason for electron
energy decay.
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Figure 8 shows the spatial distribution of “cold” electrons on the X−Z plane and the
average density distribution along the +X direction under the four types of reactions at
T = 15 µs; the discrete red points represent “cold” electrons.

Figure 8. The spatial distribution of “cold” electrons on the X−Z plane and the average density
distribution along +X direction under four reaction types at T = 15 µs. The red dots represent
the “cold” electrons (ε ≤ 2 eV). (a) Type-A. Elastic (index:1); (b) Type-B. Elastic and excitations
(index:1,9–18); (c) Type-C. All collisions (index:1–19); (d) Type-D. No collisions.

As shown in Figure 8a,d, elastic collision leads to the change in scattering angle, which
makes the diffusion effect of the electrons more pronounced. Results from modelling [29,30]
show that a gradient drift occurs in the IPP prototype source. Likewise, the vertical drift
of electrons due to gradient drift is observed in Figure 8d. In Figure 8d, there seems to be
electron bunching at Z = 0 cm, which is actually the gradient drift of electrons caused by
the magnetic field [40]. In all models, magnets are magnetized in the −Z direction, and

the direction of ∇
→
B is in the −Y direction. However, since the direction of the magnetic

field is parallel to the Z-axis at the central axis Z = 0 cm, the vertical drift of electrons in the
−Y direction is more pronounced, creating the phenomenon of “electron bunching” on the
X−Z plane as shown in Figure 8d. It can be seen from Figure 8b that the number of “cold”
electrons is the largest. In addition, the density of “cold” electrons is also highest at the BP
(i.e., X = 17.5 cm, the end of the solid black line), which is largely due to the electron energy
decay caused by excitation collisions. Compared with Figure 8b,c, the number of “cold”
electrons in the Type-C group is fewer, and the density of “cold” electrons at BP is lower.
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It can be seen from Table 3 that Next in the Type-C group is nearly half that of the Type-B
group, and Text is higher. The reason is that, although the ionization reactions (index: 2, 3, 4
in Table 2) can generate some new electrons, the new electrons share the energy remaining
after subtracting the threshold from the original electrons, so the overall energy trend
still decreases. However, indexes No. 5, 6, and 7 are the dominant electron destructive
reactions, and No. 7 in particular is the volume production of H− ions, so electrons die out
further after energy decay. This indicates that the extracted electron temperature Text is less
affected by ionization but more by excitation and electron destructive reactions.

4. Conclusions

Many examples in the existing literature indicate that the magnetic filter field system
of RF negative hydrogen ion sources reduces the electron temperature and “filters” or
“reflects” the “hot” electrons to avoid the stripping loss of H− ions [17–20]. However, the
numerical results show that the magnetic filter field filters both “hot” and “cold” electrons,
which is different from the descriptions in the literature. The numerical results show that
the reflection of the electrons is caused by the magnetic mirror effect in the source. The
filtering of electrons is reflected in two aspects. For one thing, most of the electrons in
the expansion region are still constrained by the magnetic filter field and move along the
magnetic field lines to the chamber wall. It is difficult for them to reach the extraction
surface. Therefore, the magnetic filter field can reduce the temperature of the extracted
electrons to a certain extent. For another thing, collisions lead to the decay of electron
energy in the expansion region, where excitation collision is the dominant decay mechanism
for electron energy. These two aspects together contribute to lowering the temperature of
the electrons at the extraction surface.

In this paper, the mechanism of the magnetic filter field on the “hot” electrons in the
expansion region is studied based on the CHIPIC code. The filtering, reflection, and drift
phenomena of electrons in the numerical results are presented and discussed to analyze
the complex behavior of electrons in a magnetic filter field. The research in this paper
helps elucidate the particle transport process under the magnetic filter field system and the
objective role of the magnetic filter field system in negative hydrogen ion source devices. The
numerical results help to explain the formation process of cold electrons on the extraction
surface, thus providing a reference for reducing the loss probability of H− ions.

Author Contributions: Conceptualization, M.X. and H.W.; methodology, D.L.; software, M.X., H.W.,
D.L. and L.L.; validation, M.X.; formal analysis, M.X., H.W., D.L. and L.L.; investigation, M.X.,
H.W., D.L. and L.L.; resources, M.X., H.W., D.L. and L.L.; writing—original draft preparation, M.X.;
writing—review and editing, M.X. and D.L.; visualization, M.X., H.W., D.L. and L.L.; supervision,
M.X., H.W., D.L. and L.L.; project administration, M.X., H.W., D.L. and L.L. All authors have read
and agreed to the published version of the manuscript.

Funding: This research was funded by NATIONAL NATURAL SCIENCE FOUNDATION OF
CHINA, grant number 11905026 and 12075051. This research was funded by NATIONAL KEY
RESEARCH AND DEVELOPMENT PROGRAM OF CHINA, grant number 2018YFF01013001.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Data sharing not applicable.

Conflicts of Interest: The authors declare no conflict of interest.



Appl. Sci. 2022, 12, 4104 11 of 12

References
1. Fantz, U.; Franzen, P.; Kraus, W.; Berger, M.; Christ-Koch, S.; Fröschle, M.; Gutser, R.; Heinemann, B.; Martens, C.; McNeely, P.;

et al. Negative ion RF sources for ITER NBI: Status of the development and recent achievements. Plasma Phys. Control. Fusion
2007, 49, B563–B580. [CrossRef]

2. Speth, E.; Falter, H.D.; Franzen, P.; Fantz, U.; Bandyopadhyay, M.; Christ, S.; Encheva, A.; Fröschle, M.; Holtum, D.;
Heinemann, B.; et al. Overview of the RF source development programme at IPP Garching. Nucl. Fusion 2006, 46, S220–S238.
[CrossRef]

3. Wilson, J.; Becnel, J.; Demange, D.; Rogers, B. The ITER Tokamak Exhaust Processing System Design and Substantiation. Fusion
Sci. Technol. 2019, 75, 794–801. [CrossRef]

4. Hemsworth, R.; Decamps, H.; Graceffa, J.; Schunke, B.; Tanaka, M.; Dremel, M.; Tanga, A.; De Esch, H.P.L.; Geli, F.; Milnes, J.; et al.
Status of the ITER heating neutral beam system. Nucl. Fusion 2009, 49, 045006. [CrossRef]

5. Hurlbatt, A.; den Harder, N.; Fantz, U. Improved understanding of beamlet deflection in ITER-relevant negative ion beams
through forward modelling of Beam Emission Spectroscopy. Fusion Eng. Des. 2020, 153, 111486. [CrossRef]

6. Luchetta, A.; Manduchi, G.; Taliercia, C.; Breda, M.; Capobianco, R.; Molon, F.; Moressa, M.; Simionata, P.; Zampiva, E. Integrating
supervision, control and data acquisition—The ITER Neutral Beam Test Facility experience. Fusion Eng. Des. 2016, 112, 928–931.
[CrossRef]

7. Toigo, V.; Bonicelli, T.; Hanada, M.; Chakraborty, A.; Agarici, G.; Antoni, V.; Baruah, U.; Bigi, M.; Chitarin, G.; Dal Bello, S.; et al.
Progress in the realization of the PRIMA neutral beam test facility. Nucl. Fusion 2015, 55, 83025. [CrossRef]

8. Toigo, V.; Dal Bello, S.; Bigi, M.; Boldrin, M.; Chitarin, G.; Luchetta, A.; Marcuzzi, D.; Pomaro, N.; Serianni, G.; Zaccaria, P.; et al.
Progress in the ITER neutral beam test facility. Nucl. Fusion 2019, 59, 86058. [CrossRef]

9. Poggi, C.; Berton, G.; Brombin, M.; Degli Agostini, F.; Fasolo, D.; Franchin, L.; Laterza, B.; Pasqualotto, R.; Ravarotto, D.;
Sartori, E.; et al. First tests and commissioning of the emittance scanner for SPIDER. Fusion Eng. Des. 2021, 168, 112659. [CrossRef]

10. Kraus, W.; Fantz, U.; Franzen, P.; Fröschle, M.; Heinemann, B.; Riedl, R.; Wünderlich, D. The development of the radio frequency
driven negative ion source for neutral beam injectors (invited)a. Rev. Sci. Instrum. 2012, 83, 02B104. [CrossRef]

11. Gutser, R.; Fantz, U.; Wünderlich, D. Simulation of cesium injection and distribution in rf-driven ion sources for negative
hydrogen ion generation. Rev. Sci. Instrum. 2010, 81, 02A706. [CrossRef]

12. Heinemann, B.; Fantz, U.; Kraus, W.; Schiesko, L.; Wimmer, C.; Wünderlich, D.; Bonomo, F.; Fröschle, M.; Nocentini, R.; Riedl, R.
Towards large and powerful radio frequency driven negative ion sources for fusion. New J. Phys. 2017, 19, 15001. [CrossRef]

13. Taniguchi, M.; Hanada, M.; Iga, T.; Inoue, T.; Kashiwagi, M.; Morisita, T.; Okumura, Y.; Shimizu, T.; Takayanagi, T.;
Watanabe, K.; et al. Development of high performance negative ion sources and accelerators for MeV class neutral beam injectors.
Nucl. Fusion 2003, 43, 665–669. [CrossRef]

14. Heinemann, B.; Falter, H.D.; Fantz, U.; Franzen, P.; Froeschle, M.; Kraus, W.; Martens, C.; Nocentini, R.; Riedl, R.; Speth, E.; et al.
The negative ion source test facility ELISE. Fusion Eng. Des. 2011, 86, 768–771. [CrossRef]

15. Bansal, G.; Gahlaut, A.; Soni, J.; Pandya, K.; Parmar, K.G.; Pandey, R.; Vuppugalla, M.; Prajapati, B.; Patel, A.; Mistery, H.; et al.
Negative ion beam extraction in ROBIN. Fusion Eng. Des. 2013, 88, 778–782. [CrossRef]

16. Song, F.; Zuo, C.; Li, D.; Chen, D.Z. Beam loss analysis for the negative ion source at HUST. Fusion Eng. Des. 2021, 173, 112853.
[CrossRef]

17. Wei, J.L.; Hu, C.D.; Xie, Y.H.; Jiang, C.C.; Liang, L.Z.; Wang, Y.; Gu, Y.M.; Yan, J.Y.; Xu, Y.J.; Xie, Y.L. Development of a Utility
Negative Ion Test Equipment with RF Source at ASIPP. IEEE Trans. Plasma Sci. 2018, 46, 1149–1155. [CrossRef]

18. Fubiani, G.; Boeuf, J.P. Role of positive ions on the surface production of negative ions in a fusion plasma reactor type negative
ion source—Insights from a three-dimensional particle-in-cell Monte Carlo collisions model. Phys. Plasmas 2013, 20, 113511.
[CrossRef]

19. Demerdjiev, A.; Goutev, N.; Tonev, D. Simulations of negative hydrogen ion sources. J. Phys. Conf. Ser. 2018, 1023, 12033.
[CrossRef]

20. Shah, M.; Chaudhury, B.; Bandyopadhyay, M.; Chakraborty, A. Computational characterization of plasma transport across
magnetic filter in ROBIN using PIC-MCC simulation. Fusion Eng. Des. 2020, 151, 111402. [CrossRef]

21. McNeely, P.; Dudin, S.V.; Christ-Koch, S.; Fantz, U. A Langmuir probe system for high power RF-driven negative ion sources on
high potential. Plasma Sources Sci. Technol. 2009, 18, 014011. [CrossRef]

22. Franzen, P.; Schiesko, L.; Fröschle, M.; Wünderlich, D.; Fantz, U. Magnetic filter field dependence of the performance of the RF
driven IPP prototype source for negative hydrogen ions. Plasma Phys. Control. Fusion 2011, 53, 115006. [CrossRef]

23. Schiesko, L.; McNeely, P.; Franzen, P.; Fantz, U. Magnetic field dependence of the plasma properties in a negative hydrogen ion
source for fusion. Plasma Phys. Control Fusion 2012, 54, 105002. [CrossRef]

24. Cho, W.H.; Dang, J.J.; Kim, J.Y.; Chung, K.J.; Hwang, Y.S. Optimization of plasma parameters with magnetic filter field and
pressure to maximize H-ion density in a negative hydrogen ion source. Rev. Sci. Instrum. 2016, 87, 02B136. [CrossRef]

25. Birdsall, C.K. Particle-in-cell charged-particle simulations, plus Monte Carlo collisions with neutral atoms, PIC-MCC. IEEE Trans.
Plasma Sci. 1991, 19, 65–85. [CrossRef]

26. Xie, M.J.; Liu, D.G.; Liu, L.Q.; Wang, H.H. Influence of magnetic shielding on electron dynamics characteristics of Penning ion
source. AIP Adv. 2021, 11, 075123. [CrossRef]

http://doi.org/10.1088/0741-3335/49/12B/S53
http://doi.org/10.1088/0029-5515/46/6/S03
http://doi.org/10.1080/15361055.2019.1642089
http://doi.org/10.1088/0029-5515/49/4/045006
http://doi.org/10.1016/j.fusengdes.2020.111486
http://doi.org/10.1016/j.fusengdes.2016.05.012
http://doi.org/10.1088/0029-5515/55/8/083025
http://doi.org/10.1088/1741-4326/ab2271
http://doi.org/10.1016/j.fusengdes.2021.112659
http://doi.org/10.1063/1.3662957
http://doi.org/10.1063/1.3258607
http://doi.org/10.1088/1367-2630/aa520c
http://doi.org/10.1088/0029-5515/43/8/304
http://doi.org/10.1016/j.fusengdes.2010.11.031
http://doi.org/10.1016/j.fusengdes.2013.01.075
http://doi.org/10.1016/j.fusengdes.2021.112853
http://doi.org/10.1109/TPS.2017.2771825
http://doi.org/10.1063/1.4834475
http://doi.org/10.1088/1742-6596/1023/1/012033
http://doi.org/10.1016/j.fusengdes.2019.111402
http://doi.org/10.1088/0963-0252/18/1/014011
http://doi.org/10.1088/0741-3335/53/11/115006
http://doi.org/10.1088/0741-3335/54/10/105002
http://doi.org/10.1063/1.4935230
http://doi.org/10.1109/27.106800
http://doi.org/10.1063/5.0057038


Appl. Sci. 2022, 12, 4104 12 of 12

27. Zhou, J.; Liu, D.G.; Liao, C.; Li, Z.H. CHIPIC: An Efficient Code for Electromagnetic PIC Modeling and Simulation. IEEE Trans.
Plasma Sci. 2009, 37, 2002–2011. [CrossRef]

28. Zhou, J.; Liu, D.G.; Liao, C. Modeling and simulations of high-power microwave devices using the CHIPIC code. J. Plasma Phys.
2013, 79, 69–86. [CrossRef]

29. Hagelaar, G.J.M.; Fubiani, G.; Boeuf, J.P. Model of an inductively coupled negative ion source: I. General model description.
Plasma Source Sci. Technol. 2011, 20, 015001. [CrossRef]

30. Boeuf, J.P.; Hagelaar, G.J.M.; Sarrailh, P.; Fubiani, G.; Kohen, N. Model of an inductively coupled negative ion source: II.
Application to an ITER type source. Plasma Source Sci. Technol. 2011, 20, 015002. [CrossRef]

31. Fantz, U.; Falter, H.; Franzen, P.; Wünderlich, D.; Berger, M.; Lorenz, A.; Kraus, W.; McNeely, P.; Riedl, R.; Spetha, E. Spectroscopy—
A powerful diagnostic tool in source development. Nucl. Fusion 2006, 46, S297–S306. [CrossRef]

32. Kolev, S.; Hagelaar, G.J.M.; Boeuf, J.P. Particle-in-cell with Monte Carlo collision modeling of the electron and negative hydrogen
ion transport across a localized transverse magnetic field. Phys. Plasma 2009, 16, 042318. [CrossRef]

33. Gutser, R.; Wünderlich, D.; Fantz, U. Negative hydrogen ion transport in RF-driven ion sources for ITER NBI. Plasma Phys.
Control. Fusion 2009, 51, 045005. [CrossRef]

34. Fantz, U.; Wünderlich, D. A novel diagnostic technique for H-(D-) densities in negative hydrogen ion source. New J. Phys. 2006, 8,
301. [CrossRef]

35. Yoon, J.S.; Song, M.Y.; Han, J.M.; Hwang, S.H.; Chang, W.S.; Lee, B.J.; Itikawa, Y. Cross Sections for Electron Collisions with
Hydrogen Molecules. J. Phys. Chem. Ref. Data 2008, 37, 913–931. [CrossRef]

36. Terasaki, R.; Fujino, I.; Hatayama, A.; Mizuno, T.; Inoue, T. 3D modeling of the electron energy distribution function in negative
hydrogen ion sources. Rev. Sci. Instrum. 2010, 81, 02A703. [CrossRef]

37. Yang, Y.P.; Lou, L.P.; Yang, C.; Liu, D.G. A New Difference Scheme about Three-dimensional Permanent Magnet Calculation. Mod.
Electron. Tech. 2010, 33, 130–132. (In Chinese) [CrossRef]

38. Wang, H.H.; Meng, L.; Liu, D.G.; Liu, L.Q.; Yang, C. The effect of the H2 density on the electron energy distribution in H-ion
sources. Rev. Sci. Instrum. 2013, 84, 093304. [CrossRef]

39. Fantz, U. Basics of plasma spectroscopy. Plasma Source Sci. Technol. 2006, 15, S137–S147. [CrossRef]
40. Schlickeiser, R.; Jenko, F. Cosmic ray transport in non-uniform magnetic fields: Consequences of gradient and curvature drifts. J.

Plasma Phys. 2010, 76, 317–327. [CrossRef]

http://doi.org/10.1109/TPS.2009.2026477
http://doi.org/10.1017/S0022377812000724
http://doi.org/10.1088/0963-0252/20/1/015001
http://doi.org/10.1088/0963-0252/20/1/015002
http://doi.org/10.1088/0029-5515/46/6/S10
http://doi.org/10.1063/1.3116650
http://doi.org/10.1088/0741-3335/51/4/045005
http://doi.org/10.1088/1367-2630/8/12/301
http://doi.org/10.1063/1.2838023
http://doi.org/10.1063/1.3273075
http://doi.org/10.16652/j.issn.1004-373x.2010.24.001
http://doi.org/10.1063/1.4821877
http://doi.org/10.1088/0963-0252/15/4/S01
http://doi.org/10.1017/S0022377809990444

	Introduction 
	Simulation Model and Methods 
	Numerical Results and Analysis 
	Magnetic Filter Field Simulation Result 
	Calculation of Electron Energy Probability Function 
	Influence of Different Collision Reactions on Electron Energy Distribution 

	Conclusions 
	References

