iriried applied
e sciences

Article

Design of a System for Verification of Automatic Guided
Vehicle Routes Using Computer Emulation

Milan Gregor 1 Rébert Hodon 2, Patrik Grznar 1*

check for
updates

Citation: Gregor, M.; Hodon, R.;
Grznér, P; Mozol, S. Design of a
System for Verification of Automatic
Guided Vehicle Routes Using
Computer Emulation. Appl. Sci. 2022,
12,3397. https://doi.org/10.3390/
app12073397

Academic Editor:

Alexandre Carvalho

Received: 3 March 2022
Accepted: 24 March 2022
Published: 27 March 2022

Publisher’s Note: MDPI stays neutral
with regard to jurisdictional claims in
published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.
Licensee MDPI, Basel, Switzerland.
This article is an open access article
distributed under the terms and
conditions of the Creative Commons
Attribution (CC BY) license (https://
creativecommons.org/licenses /by /
4.0/).

and Stefan Mozol !

Department of Industrial Engineering, Faculty of Mechanical Engineering, University of Zilina,
Univerzitna 8215/1, 010 26 Zilina, Slovakia; milan.gregor@fstroj.uniza.sk (M.G.);
stefan.mozol@fstroj.uniza.sk (S.M.)

2 Asseco CEIT, a.s., Univerzitna 8661/6A, 010 08 Zilina, Slovakia; robert.hodon@asseco-ceit.com
*  Correspondence: patrik.grznar@fstroj.uniza.sk; Tel.: +421-41-513-2733

Abstract: A frequent change in the manufacturing program caused by a change in customer require-
ments requires a logistics system in the company that can respond flexibly to these changes. In order
for business logistics to respond flexibly and optimally to the tasks created, a tool is needed to verify
the functionality of the entire process. This article, at its core, deals with the use of emulation in a
mixed environment of the real and virtual worlds as a tool for optimising automatic guided vehicle
(AGV) routes. The main objective of the article is the design of a system that allows verification of
AGYV routes using computer emulation. The solution was created and programmed in the Tecnomatix
Plant Simulation program, in cooperation with AGV logistics supply tractors, and tested on a logistic
test circuit. The results show that the main area of application of such a solution is mainly in the
area of the capacity utilisation of the AGVs that are used in internal logistics processes. This solution
helps to cut down on the time it takes to design and optimise logistics operations as well as on the
time it takes to test logistics systems at full capacity before commencing production.

Keywords: logistics; Industry 4.0; simulation; emulation

1. Introduction

Current trends in manufacturing logistics development show that, in terms of logistics
system productivity, the fastest, cheapest, and most efficient system wins. Manufacturing
logistics can be defined as a system for managing the in-house movement of materials
and goods, for managing the movement of materials and products from suppliers to
the plant and to individual workplaces, and for the movement of products and semi-
finished products from workplaces and plants to the customer [1]. When creating logistics
chains, i.e., coordinating, connecting, and optimising material flow from the place of
production to the place of consumption, a range of activities such as transport, packaging,
material handling, and storage should be ensured [2]. While logistics equipment is used
to provide this, among the most widespread is the automatic guided vehicle (AGV). An
AGV is a computer-controlled cargo carrier that moves without an operator—the driver.
Their movement is controlled by a combination of software and guidance systems that
are based on sensors [3,4]. When logistics system designers design such a system, they
aim to incorporate flexibility into their characteristics in the form of rapid adaptation to
changing market conditions. The AGV as a system is also suitable for flexibility because its
movement path can be changed within minutes depending on the changing priorities of the
manufacturing system. The involvement of flexible logistics allows holding inventory at an
optimal level in terms of minimum costs and increases possibilities during the scheduling
process when unexpected events occur [5,6]. In order to achieve a certain degree of flexibility
and the possibility of the reconfiguration of logistics processes, the incorporation of digital
technologies contained in the concept of Industry 4.0 is essential. With the advent of digital
technologies, there was a breakthrough in industry that has been called the digital factory.
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In addition to a real manufacturing system, businesses also have a digital manufacturing
system represented by digital models mutually integrated into the digital factory. The
main characteristic of a digital factory is its use of simulation [7,8]. A simulation is the
imitation of the operation of a real-world process or system over time [9]. This makes
it possible to use the digital model to conduct large-scale experiments with inputs from
the model in order to detect the behaviour of a designed or real object [10]. The use of
simulation is growing, especially in the fields of planning, implementing, and operating
complex technical systems. Using a digital factory and the contained simulation makes it
possible to analyse the efficiency of manufacturing systems before making a well-defined
change in real operation. Industry 4.0 brings the implementation of technologies such
as the Industrial Internet of Things (IloT), cyber—physical systems, and simulations. In
current logistics systems, a huge amount of data is generated as a result of the use of
sensors [11]. By combining monitoring systems and parametric dynamic models, it is
possible to mirror the behaviour of the real world based on impulses from the virtual
environment [12]. For real objects, their virtual representatives are created, which we
now refer to as digital twins. The virtual model thus created (a digital twin) can be
used in all phases of the development, operation, and improvement of the product. The
entire development and most of the tests can be implemented through virtual testing
and simulations using the digital model. The current turbulent environment requires
new approaches (both exact and approximative), i.e., those that are robust, fast enough,
and functional enough to support executive decision-making, particularly in the area of
bottleneck prevention [13]. One of the many progressive methods that finds application in
the control of modern complex systems is the emulation of manufacturing and logistics
systems. The static planning of logistics resources can predict their utilisation at a certain
point in time [14]. Flexible logistics need to be predicted based on real-world conditions [15].
The fundamental distinction between simulation, the digital twin, and emulation is that
the simulation is the realisation of system future-state forecast, whereas the digital twin
represents a model digital object that, with its state and attributes, is identical to the real
object that was modelled, and emulation is the realisation of simulation in real time with
the digital twin and other emulated (digital) objects. The basic idea of emulation is the
possibility of replacing the missing elements from the manufacturing system created by
their simulation model, which is subsequently linked to existing real elements [16]. The
simulation model thus becomes a full-fledged replacement of the real (missing) module, or
the elements of the complex simulation model are gradually replaced by real-world devices
with the deployment of the relevant technologies [17]. The synergy of the deployment and
cooperation of virtual and real elements in practice radically eliminates the waste caused
by the need for changes in the system’s design, as all potential errors are localised and
addressed significantly earlier than is currently the case [18]. Emulation can serve as a link
between design and implementation, making the manufacturing process more efficient.
Inspection can be carried out in the process earlier, leaving more time for process changes
and troubleshooting. Such a comprehensive solution enables the future adaptation of real
logistics systems with the support of a virtual environment. The authors of [19] conducted
research where they used the emulation of the control system that integrates a simulation
model with a real manufacturing control system. Based on statistics they obtained from
the system, they were able to handle the expected rush of orders and helped refine the
planning logistics that were used in the control system in real processes. Other authors [20]
in their study looked at the emulation of the manufacturing system, which was proposed
as one of the methods for frontloading at the implementation stage of the manufacturing
system. The result of their research was the confirmation that the emulator world and the
real world could be combined and synchronised using a manufacturing system emulator,
real manufacturing system equipment, real controllers, and system control applications.
Further research on emulation systems was conducted in [21]. As a result of their research,
they found that every hour of testing in an emulated environment, more than 25% of the
time otherwise needed for physical testing on the site was eliminated. All of the tests in the
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emulated environment resulted in a seamless transition from the old system to the new.
The authors in [22] indicated that, thanks to emulation, the commissioning time for new
layouts can be reduced by up to 50%, and the product can be put into manufacturing earlier
than planned. In the field of logistics processes, emulation was devoted to work [23] that
creates connections through the simulation software FLEXIM for solving tasks in logistics.
The authors in [24,25] describe the involvement of emulation in logistics processes and the
integration of the model with a physical object. There is, however, no single system that is
capable of dealing not just with the specific interrelated phases, but also with the additional
phases that occur in virtual commissioning and designing.

This article aims to present the outputs of a research project focused on designing a
system that uses computer emulation in the verification of AGV routes in internal logistics,
with a description of the achieved results. The innovative benefit of such a system lies in
the ability of industrial production plants to respond to the need to test logistics systems in
real conditions in the event of changes in production before the installation of equipment.
As the main problem for the research, we chose the design of principles and solutions
for an emulation system for ex ante verification of internal factory logistics systems using
AGVs. The research hypothesis itself was that through emulation in a mixed environment
of the real and virtual worlds, emulation could be used as a tool for optimising logistics
systems. This article’s content is a detailed description of the proposed system and the
verification of this system on the logistic test circuit, along with the results, and a description
of the benefits that the solution represents in practice. The entire solution was created and
programmed in the Tecnomatix Plant Simulation program in conjunction with the use of
AGYV logistics tractors. The solution was implemented both in the final phase and under
real-world deployment conditions.

The structure of the article is conceived in two parts. The first part contains a descrip-
tion of the system for the verification of AGV routes using a computer simulation. The
individual modules on which the whole system is based are described. The next section
is dedicated to describing the integration of the modules into a single solution, with a
description of the data collection process. The next chapter describes the solution that was
created and through which the system was verified. The final chapter of the discussion
assesses the results achieved from the initial hypotheses point of view. It also contains
references to future research in the field of emulation, given the current state of the research.
The last chapter summarises the results of the research carried out.

2. Materials and Methods
2.1. Designing a System for Verification of AGV Routes Using Computer Emulation

The proposed system for the verification of AGV routes using computer emulation
comprises several partial components (modules) that communicate, process, and evaluate
each other’s information while providing feedback. Subsequently, the solutions transform
these sub-proposals into a comprehensive, integrated system. This system integrates
computer simulation and the emulation of manufacturing, assembly, and logistics systems
with modules for the communication of real logistics elements and virtual emulation models
of manufacturing and assembly systems. Figure 1 depicts a simplified representation of the
proposed integrated system structure.

The integrated system consists of three basic levels. The first level is made up of
elements that represent real logistical handling equipment such as forklifts and automati-
cally guided logistic tractors (Section 2.1.1). The second level consists of systems for 3D
modelling, optimisation, and simulation of the manufacturing system, and for the visu-
alisation of the system through immersive technologies depicting the virtual world [26]
(Sections 2.1.3 and 2.1.4). Between these two levels, there is a communication interface, the
task of which is to transform the simulation model into an emulation model (Section 2.1.2).

The real system simulation model has been designed as a parametric model. The
model’s parameters are quantities obtained from the real system through radio-frequency
identification (RFID) tags, on which individual commands to be executed by the device
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during operation are programmed. Data from the real system is processed and stored
in a Structured Query Language (SQL) database and subsequently transformed into a

simulation/emulation model through software bridging.
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Figure 1. Design of system structure for verification of logistics processes using emulation.
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These elements combine to form a functional unit that encapsulates the essential ideals
of the digital manufacturing concept.

2.1.1. Structure of the Module Representing Real Logistical Elements

Logistics systems are often not only about moving material from one point to another
according to a predefined track. It is a complex system composed of tractors, transhippers,
or dynamic conveyors which bring the material to the necessary place exactly on time
and load and unload it independently. Therefore, the system must actively process man-
ufacturing data, react flexibly, and make decisions independently. The main advantages
that AGVs offer are their flexibility, the possibility of wide use for the performance of
activities, their use of space, security, and overall operating costs. For solving tasks in
flexible logistics intended for industrial processes, AGVs were chosen for this the article
due to these features. Also, from the deployment point of view, the AGV is one of the
most widespread autonomous means of transport in industry and their deployment is
possible in a wide range of internal logistics tasks. An AGV is a device that performs the
function of a driverless, towing, motor tractor for transporting dynamic superstructures,
dynamic tables, mobile conveyors, or peripheral handling. The AGV runs on a prede-
termined track (defined by default magnetic tape) on which it follows commands from
RFID tags or from a superior control system. Batteries are the energy source and must
be charged at charging stations during operation. Charging automatically occurs during
stops between individual rides on a given circuit or by manually connecting the battery
connector to the charger. Behind the AGV, wagons can be connected with the maximum
width corresponding to the scanner setting and with all controlled axles to track the track
of the tractor. The control system for AGVs is represented by a software solution that
serves to manage the autonomous logistics resources active in the manufacturing process.
Driving in this case also means avoiding collision states that limit or stop the movement of
AGYV tractors that are trying to cross a certain section of the track. As a rule, the control
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system is a set of operating system services running in the background. Thus, the task of
the software solution is to automatically control the movement of individual AGV tractors,
for example, through intersections, traffic lights, service points, and chargers without the
need for human intervention. The algorithm of the control system for AGV is depicted in
Figure 2. It shows how the information used in the creation of and the experiments in the
virtual part of the logistics system is collected.
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Figure 2. The algorithm of the control system for AGVs.

The AGV-tractor control process itself begins with connecting and creating communi-
cation between the host computer and the logistics element control module (Block 1.1). This
communication is provided through an Ethernet network managed by the local network
administrator, and if we are connected, then we continue to (Block 1.2). If there is a problem
with the host computer connection based on the information obtained from the commu-
nication system, the problem is defined (Block 1.3) and its subsequent solution proposed.
This approach also applies if the Ethernet network is in order. But there is a problem with
the Transmission Control Protocol TCP (Block 1.4). TCP is a reliable, connection-oriented
communication protocol in the transport layer, which transmits byte flow. The connective
orientation is realised between two equal communication entities (computers). This means
that in order to establish a connection at the TCP protocol level, it is necessary to have
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the option of binding the connection to the IP level, i.e., the IP addresses of the devices.
Suppose a problem has been defined on the network communication side, or at the TCP
level, and this issue has been resolved. In that case, communication between the host
computer and the AGV control module is ensured (Block 1.5). Communication between the
host computer and the AGV control module is ensured in this instance (Block 1.5). The host
computer is connected. The status in the internal database is checked to see if it contains a
logistical task request (Block 1.2). Where such a requirement exists, it shall be included in
the list of transport tasks to be carried out (Block 1.7). This list collects information about
inventory manufacturing and tracking requirements at individual logistics hubs. The infor-
mation sent to the to-do list is personalised for a specific logistics node or logistics system,
depending on the difficulty of the logistics system’s tasks. Based on this information, the
process of prioritising individual tasks becomes necessary (Block 1.8). The prioritisation
system is set up individually according to user-defined rules. The rules thus defined may
consider the interconnections of individual logistics hubs for the maximum utilisation of
logistical elements and the supply of bottlenecks and critical points to ensure continuous
manufacturing. After creating a task execution plan, communication is established between
the host computer and the already-selected logistics equipment that will perform the task
(Block 1.9). Suppose the device is not available, either due to a malfunction or to performing
another task (Block 1.10). In that case, the control system returns to the task prioritisation
step, where a new logistical task is selected for another available device (Blok 1.8). After
ensuring the availability of the logistics equipment, the process of performing the logistical
task is initiated (Block 1.11). If the logistical task has not been fulfilled (Block 1.12), the loca-
tion of the logistics element is necessary (Block 1.13). This localisation is possible through
software solutions that collect movement information based on the RFID tag and real-time
location system (RTLS). After (Block 1.13), we check the state of the device that was used
in (Block 1.13.1-1.13.5). If the logistics task was performed, the data collection process
is started (Block 1.14), which is also personalised according to the client’s requirements.
This might contain information such as the state of the logistical means, statistics on the
length of the logistical task, and inventory monitoring in particular logistics nodes. The
information gathered in this manner is subsequently translated into a user-friendly format
(Block 1.15) and transferred to an internal database for analysis (Block 1.16).

2.1.2. Structure of the Communication-Control Module

Between the real part of the logistics system and the virtual model of the manufacturing
system, it is necessary to create a communication-control module that decides on the need
to perform logistics tasks, and assigns them in the sequence. Decision-making is made in
compliance with the deadlines of customer requirements, taking into account the capacity
possibilities of the system. The alignment of customer requirements and capacity options is
carried out by the production planning and control (PPC) system (Figure 3).

The first step is needed to load the data into the PPC system (Block 2.1). The system
uses information from the internal factory information system, SAP (Block 2.2). Information
about orders and inventory is retrieved from the SAP system database as needed. Subse-
quently, this information is processed by a manufacturing planning and control system
through which a manufacturing plan is established. Based on this plan, we move to the
decision-making module (Block 2.3) with the question of whether it is a standard manufac-
turing plan with a normal requirement for logistics processes or whether it is necessary
to modify the manufacturing plan through a virtual model of the monitored system and
to find a solution to the problem by changing the manufacturing plan or changing the
logistics tasks. If the system evaluates the task as normal, the PPC system verifies the
availability of logistics equipment (Block 2.4). Subsequently, the task is assigned to the
logistical elements that perform it. If, through PPC, the task is evaluated as non-standard
or based on customer requirements, it is a newly created problem. This task is sent to the
virtual model of the system (Block 2.5). Once the problem has been resolved (Block 2.6), the
solution is sent back to the PPC control system (Block 2.7). The system assigns the task to
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the selected logistical means based on the information received (Block 2.8). Subsequently, as
with standard logistics requirements, the task execution process follows (Block 2.9). After
execution, the resulting statistics are processed and subsequently interpreted (Block 2.10).
The statistical information obtained is stored in the form of reports (Block 2.11), which
serve as the basis for analyses and based on which the necessary decisions are made to
optimise activities. If there are new requirements for logistics tasks after the tasks have been
completed and the reports have been processed (Block 2.12), the next step is to return to
the decision module and calculate the complexity of the logistic task. If there is no request
for a new task, the processes in the control model can be terminated.

v

2.2 SAP
Pr?:;iﬁ‘on 2.1 Loading PPS system
database
v

.3 The task for
logistics is
problematic?

YES

NO

v

2.5 Sending task to a virtual

model 2.4 Checking the availability
of logistics elements

v

2.6 Task solving process

!

2.7 Sending the solution to | |
the PPS system

2.8 Assigning a task to a
logistics element

2.9 Execution of the task [«—

2.10 Statistics processing

2.11 Reports

¥

2.12 Ts there
another request for a
logistical task?

NO

End

Figure 3. The production planning and control process.

2.1.3. Structure of the System Representing the Virtual Part in the Logistics System

The current methods and procedures used in practice run into their limits due to
the progressively exhausting potential. Optimisation of internal logistics is a constantly
repeating process, while implementation is possible in different ways. Therefore, methods
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based on advanced technologies are increasingly starting to appear in practice. In practice,
this application is represented by various paradigms, such as virtual factories or digital
twins. The virtual model of the factory acts as a data representation of the real world. The
data collected to create a virtual model of the logistics system are obtained from various
sensors. The virtual model of the logistics system uses a set of tools such as mathematical
and optimisation methods, probability and statistics, simulation, and emulation. The
structure of the module of the virtual part of the logistics system, which represents the real
logistics system through simulation, emulation, and optimisation methods, is shown in
Figure 4.

Digital twin

_ 40
Z \ -

B E

Representation of
objects

Figure 4. The virtual part of the system for verification of logistics processes.

As part of our research, a simulation model of the logistics system was created, the
essence of which lies in the fact that the investigated real-time dynamic logistics system
was replaced by its simulation model. With this model, experiments were subsequently
conducted to obtain information about the future behaviour of the real system. For the
created simulation model, its verification and validation were verified. Subsequently,
optimisation procedures were initiated using the simulation model. The proposed discrete
simulation model thus provided information on how a given real system reacts to a change
in input factors. However, the simulation model itself did not directly provide information
on how the model factor levels should be set so that the system works in an optimal mode.
The aim in formulating the concept of the proposed solution was to achieve a state such that,
in the environment of the virtual model, it was possible to find the most suitable solution
to the problem that arose. The simulation project preparation process can be divided into
five partial components that each contain steps (see Figure 5).

Within the initial phase, the problems (Block 3.1.1) and expected objectives (Block 3.1.2)
to be achieved by the simulation were clearly defined. Appropriate factors (independent
variables), and their levels, as well as selected model parameters (dependent variables),
were selected at this stage (Block 3.1.3). The obtained parameter (response) values were
used to assess simulation outputs. This was followed by the collection and processing of
data, including selecting appropriate adaptations or empirical distributions (Block 3.1.4).
Then we filtered the data (Block 3.1.5) and evaluated its completeness for the model’s
needs (Block 3.1.6). Based on the availability of data, the definition of the problem, and the
objectives, it was necessary to evaluate the complexity of the problem under investigation
(Block 3.1.7) and then to consider whether it was appropriate to solve the project using
dynamic simulation or whether it was preferable to use analytical optimisation methods
(Block 3.1.8). The second stage was represented by the creation of a simulation model
(Block 3.2.1) and the verification of its properties. The created simulation model was verified



Appl. Sci. 2022,12, 3397

9 of 25

in two steps: verification (Block 3.2.2) and validation (Block 3.2.5). Verification verified the
correctness of the simulation model’s internal logic, i.e., whether the proposed simulation
model accurately represented the structure and relationships of the modelled system
(Block 3.2.3). The goal of validation was to ensure that the simulation model’s outputs
matched the outputs of the simulated system, which was accomplished by considering the
input variables and the corrections to them (3.2.4).

Start 3.2.4 Entering input
parameters
3.1.1 Problem
definition NO 3.2.5 Model
l validation
3.1.2 Objective
formulation
3.2.6 Are the results
l onsistent with reality2
3.1.3 Defining input YES
variables
3.2.7 Definition of
l 3.1.8|U§e IOf bottlenecks
analytical
optimization
YES 3.1.4 Data collection methods l
and analysis
N 3.3.1 Adjusting
l model parameters
NO 3.1.5 Data filtering l
for simulation
3.3.2 Simulation
T NO experiments
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3.1.6 Do we have

enough data for the
simulation?

3.4.1 Were
the measures
effective?
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NO

3.4.2 Are the defined
goals met?

3.4.4 Use of
metamodeling

3.2.1Creating a
simulation model

[

3.2.2 Model NO
verification 351
Implementation
»| intoareal system

I
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results obtained very
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v

3.2.3Isthe model
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End

Figure 5. The simulation-model creation algorithm.
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The validation of the model took place and took into account the purpose of the simu-
lation model. The data for validation were extracted from the real system and compared
with the outputs from the simulation model (Block 3.2.6). If they matched, bottlenecks
could be defined (Block 3.2.7). In the case of a conceptual system, i.e., in the absence of a
real system, theoretical predictions about the characteristics of the simulated system are
used, and hypotheses about its behaviour are formulated. For validation, comparison of
simulation model outputs with suitable mathematical models (e.g., analytical or regression
models) is often used. An experimental phase followed the verification and validation of
the model.

The third phase was represented by the preparation of simulation experiments and
self-experimentation (Block 3.3.2). By preparing experiments in this case, we mean the
planning of experiments, that is, determining the levels of the factors in their combinations
and interactions. For each simulation run, this step defined a number of different model
parameter options (experiment) (Block 3.3.1).

For self-experimentation, it was necessary to determine the initialisation conditions
for simulation. These were determined within the pilot simulation runs. The following
phase assessed the simulation model’s sensitivity to changes in the values of specified
components.

Self-experimentation involves carrying out appropriate experiments. Appropriate
statistics were collected within each simulation run. Each experiment was followed by
an analysis of the results obtained in order to evaluate them and possibly modify further
experiments. Based on the outputs of simulation runs, the bottlenecks of the modelled
system were identified and measures were designed to eliminate them (for example,
modification of factor levels, modification of the structure of the simulation model, or
of the initiation conditions of the simulation). Following the execution of all scheduled
simulation runs and the identification of an acceptable solution to the problem under
investigation, simulation experimentation was completed.

The fourth stage was the analysis of summary statistics and the interpretation of
the results obtained by simulation experimentation (Blocks 3.4.1-3.4.3). Based on the
complexity of the obtained results, we could also choose metamodeling to achieve results
that could be implemented (Block 3.4.4). The last stage was to apply what we had learned
to improve the simulated system’s characteristics (Block 3.5.1) and measure the evaluation
(Block 3.5.2).

2.1.4. Design of Simulation Models Using Emulation

The use of computer simulation in the planning and designing of logistics systems in
factories is quite common today. However, its use ends with the verification of the design
before the system is itself procured, implemented, and launched. Just as simulation can
shorten the planning process and prevent design errors, emulation can help solve problems,
especially when testing communication and control processes in manufacturing, logistics,
and information systems. The use of emulation eliminates the need to physically deploy all
manufacturing facilities to test the functioning of logistics and can eliminate errors before
all machines and equipment are procured before the start of manufacturing. The algorithm
for creating simulation models using emulation is shown in Figure 6.

The first piece of information for the next decision-making process is information
about whether there is currently a logistics system in the manufacturing company and
whether we are dealing with its transformation or whether we are engaged in the creation
of a new logistics system (Block 4.1). Based on this decision, we proceed with the following
steps in the algorithm. The first option is to discuss the case when we are creating a new
logistics system (Block 4.2). When creating a new logistics system, it is necessary to create a
model of the logistics system (Block 4.2.1) as well as a model of the manufacturing system
(Block 4.2.2) in parallel in the virtual environment of the simulation software. After the
creation of the models of both systems and subsequent work with these models, the verifi-
cation and validation of the models of both the logistics (Block 4.2.3) and manufacturing
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systems (Block 4.2.4) are required. The successful verification and validation process is
followed by the collection of data from both modelled systems (Blocks 4.2.5—4.2.6). The
collected data are sent to the logistics and manufacturing system databases for the testing
of the proposed systems (Blocks 4.2.7-4.2.8). The process of testing the proposed system is
based on conducting several cycles of simulation experiments (Block 4.2.9). Subsequently,
a parallel analysis of the results obtained from both created models as well as the logistics
(Block 4.2.10) and manufacturing systems (4.2.11) is carried out, evaluating the statistics
obtained and the selected sequence of steps within which a decision is taken on the cor-
rectness of the design of the logistics or manufacturing system, as well as on the purchase
of equipment. If one or both of the suggested systems (Blocks 4.2.12-4.2.13) require ad-
ditional adjustments, then an optimisation-based procedure (Block 4.2.14), subsequent
model modification, and a re-conducting of the trials and testing should be performed
(Block 4.2.15). After modifying the proposed solution, the algorithm returns to the process
of collecting data on the analysed system (Block 4.2.16). After additional modifications,
testing, and analysis of the system, which confirm the correctness of the proposed solution,
it is possible to proceed to the purchase of equipment (Blocks 4.2.17-4.2.18). The delivery
of the proposed machines and equipment is followed by the process of the implementa-
tion of individual elements of the system (Block 4.2.19). Then we ask if further testing is
required (Block 4.2.20). After carrying out the above processes, if necessary, we follow
the algorithm according to the steps that are already described in the transformation of
the already existing logistics system (4.3). The transformation processes are described as
follows. The transformation of the existing logistics system requires a parallel process
both on the logistics side (Block 4.3.1) and the manufacturing-system side (Block 4.3.2).
In these procedures, the decision module must decide whether all manufacturing ma-
chinery and equipment are present or if replacement is required by constructing virtual
pictures of them in a simulation environment (Block 4.3.3) where they are checked and
confirmed (Block 4.3.4). If the manufacturing machines and equipment are available, or
their virtual images are available in a simulation environment, it is possible to start the
process of collecting data from both monitored systems (Block 4.3.5). The same is done
for the logistics system (Block 4.3.19). Based on the collected data from the manufacturing
system, we can create a virtual model of the manufacturing system (Block 4.3.6), which is
used for experimental testing when changing manufacturing plans and the requirements
for logistics tasks. The data are stored in the databases of the respective systems for the
need to test the systems from manufacturing facilities (Block 4.3.7) for logistics elements
(Block 4.3.20). Suppose a model of the manufacturing system is created. In that case, it is
necessary to create a communication interface (Block 4.3.8) that, based on impulses from
the logistic elements, allows the transfer of the information about the monitored parameter
to the simulation model, where this information is processed. Then the impulse is sent with
the task from the virtual manufacturing equipment to the logistic element of the system.
As a result of this procedure, we have a safe communication flow between actual logistics
and a virtual manufacturing system produced in a simulation environment. The creation
of an information flow between the two systems enables the testing process of the logistics
system (Block 4.3.9). After conducting the tests of the system, the steps of processing the
obtained data (Block 4.3.10) and their subsequent analysis follow (Block 4.3.11). Based
on the analysis, it is possible to decide whether the existing logistics system can operate
in accordance with the requirements of the manufacturing planning and control system
(Block 4.3.12). Suppose the logistics system is unable to process the requirements of the
manufacturing system. In that case, it is necessary to proceed to optimise the logistics sys-
tem (Block 4.3.13), modify it (Block 4.3.14), and experimentally verify the proposed changes
(Block 4.3.15). Subsequently, the algorithm returns before the data collection process, and
the system is retested based on PPC system requirements. If the logistics system meets
the requirements of the manufacturing system, it is possible to proceed to the process of
purchasing machinery and manufacturing equipment (Block 4.3.16) and installing it in the
factory (Block 4.2.19). The installation of the machines and equipment is followed by a
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decision-making process regarding the need for further data collection (Block 4.2.20). If nec-
essary, further data collection is followed by a decision-making process regarding the ability
to collect data (Block 4.3.17). This decision-making process is necessary because when
we followed the steps of creating a new logistics system after the initial decision-making
process, the process of creating a communication interface between the real logistics ele-
ments and the virtual model of the manufacturing system was absent. The communication
interface can only be created with the existing logistics system (Block 4.3.18). After creating
a communication interface, it is necessary to return to the process of collecting data from
the logistics and manufacturing facilities. If the current logistics system is able to cover the
requirements of the manufacturing planning and control system, and there is no need for
additional modifications to the logistics system, the algorithm can be terminated.
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Figure 6. The emulation-simulation modelling algorithm.
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2.2. Integrating Modules into a Single Solution

The individual modules of the proposed system must be incorporated into a compre-
hensive solution that ensures the overall system’s integrity. Figure 1 depicts the structure of
the proposed system. The integrated system’s idea and functioning are based on incentives
from the production planning and control procedures. Based on the manufacturing plan,
the system issues a logistical request. The planned Ethernet network transmits data to
the logistics system. The logistical aspect is activated upon receipt of the request. During
the task’s execution, the logistical equipment collects the device’s status information and
information about the task performed. The device’s capacity utilisation, information, and lo-
cation, are also collected, with the option of supplementing the information that is required
for further analysis and optimisation of the process. After performing the logistical task,
the collected information is sent to the communication-interface module. In this interface,
status information obtained from the internal logistical element database is evaluated. The
communication interface also contains a manufacturing database in which information
is collected from the enterprise resource planning (ERP) internal manufacturing system.
According to the system settings of a particular manufacturing factory, information is
collected, such as technological manufacturing parameters, key operating parameters (for
example, overall equipment effectiveness (OEE), mean time to repair (MTTR), and mean
time between failures (MTBF)), reliability and availability of equipment, and others. At
the same time, data from the manufacturing system are also sent to the virtual model
of the monitored system. This information can be transformed into a model through an
Extensible Markup Language (XML) file. The simulation software converts the values thus
obtained into data types, defining the data type for each column of data collected. From
the obtained data, it is necessary to filter out data that are not necessary for the simulation
model. As a result of using information from the logistics system and working on the basis
of a production plan from the manufacturing planning and control system, new logistical
demands develop. These tasks need to be compared with the capacity capabilities of the
manufacturing plan through a virtual model created by the simulation software. In the
simulation model, it is possible to verify the suitability of the current logistical settings. If
the manufacturing requirements obtained from the PPC system are not met in capacity, an
alternative solution is sought through optimisation methods and experiments in the simu-
lation model, which may consist of, for example, rescheduling logistics routes, changes to
individual supply circuits, and the modifications and settings of the manufacturing system.
The virtual model module of the system is linked to the human-machine interface (HMI)
module. The HMI module is an interface that connects the operator to the system and
allows the operator to interact with the process. The task of the HMI module is to enable
the operator to easily and comprehensibly use the monitored technology so that it can react
quickly on the basis of the received message. The solution to the problem is returned from
the virtual model to the communication interface, which transmits changed commands
to logistical elements depending on the information collected. This process is cyclically
repeated based on input from the manufacturing planning and control system.

2.2.1. Design of the Communication Interface between Real System Elements and Virtual
Emulation Models

In order to ensure mutual communication between logistics means-of-transport and
the simulation software, it is necessary to create an application to bridge the flow of data.
The principle of communication is displayed in Figure 7.

In the first step, it is necessary to define in the control system logistical elements the
range of data that is recorded in the internal database. It is also necessary to set up a
data filter to make the mining of data more transparent and to avoid unnecessarily large
data flows of information that may burden the system. Subsequently, this information
is exported from logistic elements to a Microsoft Excel spreadsheet, which contains cells
arranged in rows and columns and is used to process more interconnected numeric data.
The exported data is in comma-separated value (CSV) format. The CSV format is designed
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on the grounds that it is not limited to a specific character set. It works just as well with
Unicode, American Standard Code for Information Interchange (ASCII), and Extended
Binary Coded Decimal Interchange Code (EBCDIC) characters, although some limitations
may exist for specific programs. The CSV format also has support in libraries that are
available for many programming languages. Data exported from an internal database of
logistic elements can be extracted into simulation software through an interface used to
read exported data. After importing the data, the data must be ensured to be of the same
data type that is set up in the internal tables of the simulation software. It may also be
necessary to filter and clean the data from data that is not used in the simulation model.
After data processing, a simulation run is started based on the parameters obtained. After
statistical evaluation, experimental runs are carried out in order to find a solution to the
problem that has arisen. Subsequently, the data can be exported using the newly created
method for writing data from internal tables to the desired data type. The data type of
the exported data must be set depending on the program into which the data will be
imported. Data exported from simulation software are sent to a communication interface
that overcomes the connection between the simulation software and the database system of
logistical elements. The principle of the communication interface is based on connecting to
the communication bus of the logistics element for the purpose of data transmission. Data
transmission is provided through an Ethernet network.

AGV

Import

Data export commands

Communication
connection

Excel
database

Data

Sending
transcription

results

Simulation
software

Figure 7. The principle of the communication interface in AGV—Simulation software.

2.2.2. Proposal for Data Collection and Evaluation of Capacity Utilisation of
Manufacturing and Logistics Facilities Using Automated Data Collection

By deploying new communication and sensor systems in manufacturing and logistics
systems, we obtain a wealth of data that provide real-time status information about indi-
vidual devices. This enables the digitalisation of the manufacturing environment. A system
for monitoring intra-logistics processes with the ability to easily expand the coverage of
monitored elements, as well as the ability to extend functionality to elements of automation,
analysis, or the advanced navigation of moving objects, is included in automatic data
collection and evaluation. In addition to the sensory part, the digitisation of machinery
and equipment requires infrastructure for processing digital quantities and network infras-
tructure for the transmission and processing of information. Part of the proposed solution
is the incorporation of location technology meeting the Industry 4.0 standard, covering
defined areas of manufacturing and logistics premises of the factory, with the potential
for universal use for the needs of digital and virtual factories. The module for automatic
data collection is based on Ultra-Wideband (UWB) technology. The module architecture for
automatic data collection is shown in Figure 8.
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Figure 8. Illustration: (a) automatic data collection module architecture; (b) tag distribution on the
AGYV path.

The following are the primary components of the automated data gathering system’s
application architecture:

e  Client interface—is represented by an application or web browser on a computer,
tablet, or smartphone. This ensures that input and output data are displayed. Requests
are sent via http, which is used to transfer documents between servers and service
clients.

e  Application server—in this module, the entire logic of the system is realised and is
designed to install, operate, and host applications and related services for end users.
This allows the server to dynamically generate a response to a client request. Outgoing
requests are distributed to the application server for the most efficient processing.
The application server is linked to the internal database server of a particular factory.
Results from the application server are sent in HyperText Markup Language (HTML)
format and are used to display elements such as text, images, and video.

e  The database server—communicates directly with the application server. It is used to
store all collected data. It is part of the company’s infrastructure. Central storage of
data serves as a gateway for superior control and information systems. The main tool
of the database server is the SQL database, which is used to manipulate and define
data. Data exchange is via a Local Area Network (LAN).

e Data collection—a module composed of UWB hardware equipment. The system
consists of mobile tags, which are identification devices, the location of which is
determined by the location server. A location device collects and analyses the UWB
signal from mobile tags before transmitting packets to an application server via a
LAN network.

e  An operator panel—is a display unit, intended primarily for the operator. It contains
information about the current performance of devices, downtime, and OEE. Commu-
nication with the application server is accomplished via the factory’s internal Wireless
Local Area Network (WLAN).

The collection and evaluation of the capacity utilisation of logistics facilities is based
on data obtained from sensors, which in automatic logistics systems with magnetic navi-
gation represent RFID tags. For vehicles guided by laser navigation, sensors and tags are
represented as virtual and changes occur in the software solution environment. If contour
navigation is used, the space plan is imported into the virtual environment in the solution
software. Tags and sensors are virtual, just like laser navigation. The data required for the
calculation are obtained from sensors located on the AGV path. It is necessary to create
an application through which we define, for example, the following states of the device:
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driving time, delay time at the intersection, loading and unloading of material, time of
delay, and time of charging or waiting for commands.

These times are obtained through individual sensors (tags) that are located on the
AGYV path (see Figure 8b). After loading the sensor data onto the path, we get data about
the time at which a particular tag was launched. These data are recorded in the AGV
monitor control system in the form of a tabular database in which we can define the times
of specific operations through filters. On the basis of these classifications, each AGV must
have its own specific name, on the basis of which we can assign the obtained parameters.
In addition to the tags placed on the track, it is also necessary to collect information from
sensors placed on the AGV. These are sensors that detect obstacles along the route. After
recording the obstacle, the AGV stops and it is necessary to record the time of this fact.
Based on this information, we calculate the blocking time caused by the obstacle on the
route. In addition to tags that provide us with information about the status of the AGV, it is
necessary to include a tag on the track that defines the beginning of the tracked circuit and
records the travel time. By subtracting other status periods recorded by the AGV during
the execution of a specific circuit from this tag, we may determine driving time. The time
capacity utilisation of an individual i-th AGV is defined as an ordered set of elements
<Xj, tRi/ tCir tLir tUir tBi/ tWi> where:

1.  x;—time capacity utilisation AGV,i=1, ... ,n;

2. n—total number of AGVs;

3.  tgri—driving-time component of the i-th AGV;

4. tc;—time component of the i-th AGV at the intersection;

5.  t;;—loading-time component of the i-th AGV;

6. tyi—unloading-time component of the i-th AGV;

7.  tg—time component for blocking of the i-th AGV;

8.  tw;—task/charging-waiting-time component of the i-th AGV;
9.  Tr—total operating time (e.g., shift length);

10. xr—average utilisation of all AGVs.

Then the time utilisation of the individual i-th AGV x; can be defined as:

_TIr— (tri +tci + tri + tui + tgi + twi)

X T %100 [%] )

The following will apply to the average utilisation of all AGVs x7:

n
i=1%i
= % 2
X7 - [%] @
By analogy, we can determine the percentages of all other time components.

Percentage of i-th AGV driving time xg;:

_ Tr — (tci +tri + tyi + tgi + twi)
XRi = Tr

%100 [%] 3)

The following will apply to the average AGV driving percentage for all AGVs xg:

XR = % [%] 4)

Percentage of delay time at the intersection of the i-th AGV x¢;:

_ Tr— (tgi +tri + tui + tgi + twi)
Xci = Tr

%100 [%] ()
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The following will apply to the average percentage of intersection times for all
AGVs x¢:
n .
Xc = 721:1/11 Aci [0/0] (6)

Percentage of loading time of the i-th AGV xy;:

Tr — (tgi +tci + tui + ti + twi)
Tt

X1i — * 100 [O/o] (7)

The following will apply to the average percentage of loading time for all AGVs xz.:

ry = L= i ®)

Percentage of unloading time of the i-th AGV xy;:

_ Tr— (tri +tci +tui + tgi + twi)
Xui = Tr

%100 [%] )

The following will apply to the average percentage of unloading time for all AGVs x;:

xu = 21%’6“ (%] (10)

Percentage of i-th AGV blocking time xp;:

o T — (tri +tci + toi + tui + twi)
XBi = TT

%100 [%] (11)

The following will apply to the average blocking-time percentage for all AGVs xp:

1) (12)

Percentage of task-waiting/charging-time for the i-th AGV xy;:

Tr — (tri + tci + tri + tui + ti)

Xwi = * 100 [O/o] (13)
Tt
For the average percentage of task-wait/charge-time for all AGVs, the following will
apply xw: )
Xw = 721':;11 i [0/0] (14)

We can create a graph of the load based on the calculation of individual components
of the capacity utilisation of logistical facilities.

3. Results

The proposed system for verification of AGV routes using computer emulation is
suitable for automatic logistics systems. The partner organisation for the research of this
system is Asseco CEIT a.s., the most famous innovation of which is intelligent mobile
robots which ensure reliable, efficient, and safe automatic logistics in industrial halls. The
created system processes manufacturing data, reacts flexibly, and can make independent
decisions. Information from the control system is processed through the AGV Monitor
system application, displayed in Figure 9, which displays the processed information in a
user-friendly form, mainly by graphically visualising the status and position of individual
logistics resources. All information, actions, and changes to settings, are recorded and
collected by the system and deposited into the documents for later analysis or subsequent
optimisation of logistics processes.
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Figure 9. AGV monitor application (processed in the AGV Monitor 3.0 software application).

In the experimental design, a control system with a global control method was un-
justified. It is an intelligent control with automatically generated inputs for transport that
are applied with full automation. The control is able to decide and subsequently manage
transport based on the states of the peripheries, the type of material transported, require-
ments from external equipment and systems, robotic workplaces, or manufacturing lines.
Based on this information, it decides and subsequently manages the automatic import
and removal of materials or finished parts to specified positions for a specific type of
material or finished part. All this happens without the presence and intervention of the
operator. If necessary, intelligent control can only control and prioritise a specific AGV
tractor. It also allows a specific AGV of the tractor to check whether further transport is still
needed on the track or if the AGV tractor is to return to the starting position. Control is an
autonomous, flexible solution that requires a complete package of services installed on the
server, thanks to which it can comprehensively automate logistically demanding processes,
synchronise with the manufacturing process, and ensure the continuity of material flow.
Intelligent conditional control evaluates the fulfilment of transport conditions based on
information from the database. The database information obtained (such as information
on the status of peripherals, types of material, and automatically generated requests from
external equipment and systems) is used for immediate decision-making and subsequent
control of the automatic import and removal of materials or finished parts to specified
positions for a specific type of material or finished part. In this way, even more logistically
demanding processes can be automated. Intelligent control also uses the functionality
of so-called checkpoints, which are placed on the tracks. The control system determines
and picks one of the various paths depending on external criteria, it may assess whether
more transport is required, or it can send an AGV command to the tractor to return to the
starting place.

3.1. Creating a Virtual Test Site Simulation Model

A virtual test site model created in the environment of a computer application de-
veloped by Siemens, Tecnomatix Plant Simulation, is displayed in Figure 10. The tested
system represents manufacturing that does not have real manufacturing facilities, or new
equipment that will be added to existing manufacturing. The proposed system can test
the behaviour of real logistics using virtually created manufacturing equipment, which
is replaced using simulation software based on logic described in Section 2.1.4. Control
of AGVs as a part of a logistic system is realised based on the algorithm described in
Section 2.1.1. The model that includes manufacturing facilities is created, verified, and
validated based on the algorithm describe in Section 2.1.3. Facilities are not part of the real
test site (see Figure 11).
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Figure 11. Position of the future workplace located on the defined tag 13.

The set process time of the machine is 15 seconds. A container for imported material
is placed in front of the device. The capacity of the magazine is 50 pieces. Based on the
process time of the manufacturing facility and the current storage capacity, it is necessary to
import material in a tact of 12.5 minutes. In the simulation model, we monitor the amount
of stock in front of the machine. The set AGV speed was 0.5 m/s on average. Based on
these inputs, the signalling level of stocks in the simulation model was set to 5 pieces.
When the signal level is reached, the signal is sent via the created DPS-Bridge application.
This application writes a change of parameters in the internal AGV database, on the basis
of which the AGV is instructed to perform the logistical task where the whole process is
described in (Section 2.1.2). The simulation model includes methods and dialogue boxes
to ensure communication with real logistical elements via the DPS Bridge communication
application. These methods are created in a separate folder that is placed in the object
library. Called “Frame”, it is used to group objects and create hierarchically structured
models with the possibility of inserting any objects, whether from a library or new objects
created by the user.

The main objects of which the Frame is composed are:

1. The StartAGV method— a method that triggers communication with the BRIDGE
PCB application. Through this method, starter settings are sent with which the DPS
Bridge works;

2. Setting dialogue box—provides the user with a simple user interface. The dialogue
box shows the set input parameters. The dialogue box contains the parameters
that follow;
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3. An Error Message—a dialogue box providing information in the event of a communi-
cation failure between the AGV and the simulation model;

4. Error Message Handler/Setting Handler—methods required for dialogue box execution;

5. Setting Table—the setting table in which the parameters described in the Setting
dialogue box are inserted.

3.2. Creating a Communication Interface via the DPS Bridge App

Based on the approach described in Section 2.2 to ensure communication between the
real elements of the system, its own DPS Bridge application was created. The basis of the
created application is the programming language C. The DPS Bridge application bridges
the connection between the Tecnomatix Plant Simulation and the SQL database system:s,
which are filled with real-world data through online automatic data collection from the
RTLS system. The DPS Bridge is able to connect to the database from which it reads and
subsequently processes data. The processed data are sent back via the virtual Component
Object Model (COM) interface to the Plant Simulation software environment. COM objects
allow for control simulation from other applications that are able to process COM objects.

The application was created on the Windows desktop platform. The functionality of
the DPS Bridge after running the application reviews the channels providing inter-process
communication between the server and one or more clients. These channels provide
complete duplex communication in the retina, based on client messages and impersonation,
allowing connected processes to use their own set of permissions on remote servers. When
browsing, the application detects whether a channel with a DPS Bridge server is available.
Based on this, there may be two states of application startup:

1.  Server mode—is running if a channel with a DPS Bridge server is not available. After
establishing communication, the application triggers a thread through which it is
waiting for a request from the client. If a message called “START_AGV” is received
through the thread server, the server runs the AGV by writing a value of 1 in its
internal database called “Decide_parameters”. After the value is entered into the
internal database, the AGYV is set in motion. Verification that the AGV is in motion is
done by reading from the internal AGV database, into which the values are written
after passing the RFID tag. After going through the tag, this information is sent to the
simulation model created in Plant Simulation. After the client sends a request or the
plant simulation contact with the server is stopped, the application is disabled.

2. Client mode—in this mode, the application can communicate with the DPS Bridge
server. The mode is necessary to identify status information from the AGV. At the
same time, DPS Bridge is running in the background, so the server is available. That
was created in casee the application was launched via Server mode and, at the same
time, Client mode was running in the background (see Figure 12). The DPS Bridge
connects directly to the server via communication channels, eliminating the need to
recreate the communication channels via which messages are delivered between the
application and the server.

3.3. Statistical Evaluation of the Experimental Test

With the use of the created model and system described in Section 2.2.2, several
experiments were realised. The first experimental test was a generated normal supply
situation in which the operation of the workplace on tag 13 was tested. When the material
dropped below the signal level, which was set to 5 pieces, a request was sent via the DPS
Bridge communication application to the AGV tractor. The AGV tractor was set in motion,
and after arriving at tag 13, the arrival of the material was recorded in the simulation
model. In the experimental test, no material failure was detected in the workplace, and
the minimum stock in the workplace was 3 pieces. The progress of the inventory at the
workplace and the AGV-load of the tractor are shown in Figure 13.
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Figure 13. Illustration: (a) Stock status at the workplace during normal operation; (b) AGV use

during normal operation.

The AGV-load of the tractor is shown in Figure 13. The time spent riding was 78.96%
of the total time. The lack of charging time proved to be problematic in the experimental
test. The charging time for continuous operation on the tested AGV tractor should be at
least 20.00% of the total operating time. The charging time for this variant was 14.21% of
the total time. With prolonged operation, the AGV would shut down due to low battery
capacity, which would result in a stock outage at the workplace. The next experiment was
the generated occurrence of random events on the AGV circuit of the tractor and testing
the behaviour of the system with the different factors. Statistics from these experiments are
listed in Table 1.

Table 1. Results of experiments.

Parameter Experiment 2 Experiment 3
driving time 66.27 56.94
crossroad time 0.00 0.00
load /unload time 5.91 7.69
blocked time 15.87 14.96
charging time 11.95 20.41

The second experiment was the generated occurrence of random events on the AGV
circuit of the tractor. Delays in the supply of materials to the workplace were caused by
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obstacles along the route. Subsequently, by monitoring the progress of the stock situation
through the simulation model, the delay in the AGV of the tractor was manifested by a
lack of materials in the workplace. The missing material was reflected in the downtime of
the device. Driving time was 66.27% of the total time. The time needed for loading and
unloading of material was 5.91% of the total time. The addition of obstacles to the towing
route in capacity utilisation added a blocking component, which represented a share of
15.87% of the total test time. Blocking reduced the charging time to level 11.95%.

The third experimental test was to test the behaviour of the system with the factors
described below. In the experiment, a standard defined circuit for the AGV tractor was used,
as in the first and second experimental tests. Random blocking in the form of obstacles was
generated on the circuit, as in the second experimental test. The transport capacity of the
tractor was increased from the original 25 to 35 pieces. The signal level of the virtual device
on tag 13 was also changed from the original 5 pieces to 10. Stocks in the workplace in this
variant did not fall to the level at which the downtime of the equipment would be caused.
Driving time was 56.94% of the total time. The time required for loading and unloading
material increased to 7.69% of the total time. This increase was due to the need to load
and unload several pieces as the transport capacity of the equipment changed. By adding
obstacles to the towing route, the blocking component represented a share of 14.96% of the
total test time. The time of charge was 20.41%. The charging time was sufficient to ensure
the continuous operation of the equipment in the test circuit.

4. Discussion

Based on the results of the use of computer emulation in logistics processes, certain
conclusions resulting from the application can be defined.

1. In a mixed environment of the real and virtual worlds, emulation can be used as a
tool for optimising logistics systems, including AGVs. Based on results, it can confirm
the conclusions of research work [20]. Through the mixed environment of the real
and virtual worlds, it is possible to test several alternatives, which, using data that are
sent to the simulation system in real time, allows one to find the optimal solution for
a defined task. Such a solution uses data collected by the physical device to create a
digital twin in the virtual world. By combining simulation, emulation, and the digital
twin, it is possible to avoid specific problems associated with the definition of the
suitability of the AGV system and the size of the AGV battery cell used, production
volumes and batches, or the suitability of the track layout, including the location of
the charging stations.

2. Computer emulation helps to reduce the time spent on designing processes as well
as make changes in real logistics. The time required to carry out these actions can
be decreased when employing computer emulation for planning and implementing
improvements in logistics processes (see Figure 14). This reduction is mostly due
to the usage of software tools that, by utilising optimisation functions, will allow
the verification process of various scenarios to be reduced while also assisting in the
identification of possible future states of the system. From a time point of view, based
on experimental results and the opinions of experts for manufacturing system design,
it can be said that the portion of saved time is 27%. The difference between the results
of the authors [21,22] is based on the methodology used for classic manufacturing
design in the commissioning part, the experience of the designer, and the system size.

The constraints of the implementation of such a solution have been highlighted during
study and testing. The basic limiting factor is access to a sufficiently fast full-hall Ethernet
network. If a factory does not have such a network, then there will be no data transmission
on the basis of which the simulation is carried out. RFID tags and RTLS were used in
the research described here. An important prerequisite is the use of simulation software
that can create a link to data collected in real time. This research was carried out on
the Tecnomatix Plant Simulation platform, which allows for such a connection. No less
important factor is the sufficient autonomy of the logistical element for which emulation
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is carried out. It should include appropriate hardware and software equipment so that it
is capable of communicating. The main research limitation of the study was the high cost
of the realised emulation system for the verification of AGV routes (Table 2) that limits
research to a single test circuit with one AGV system.

A

Planning
Implementation Commissioning

i
/\‘?\_‘—\; |
> >

\ 4

Costs

With simulation / emulation Time

Without simulation / emulation

Figure 14. Cost during the project with and without the use of simulation and emulation.

Table 2. Estimation of the economic complexity of deploying a system for verification of AGV routes
using computer emulation.

Parts of the Proposed System Concept Contents of Individual Parts of the System Estimated Costs Incurred

Real logistics elements

Virtual model

Communication module

Hardware elements of the system 15,000-50,000 EUR
AGYV control system 5000-60,000 EUR
Creating a 51mulat'10n model fqr tram.ed workers 50,000-130,000 EUR
and purchasing a professional license
Creation of a simulation model by an external
company with the purchase of a basic simulation
software license
Application programming for communication
between real and virtual elements
Hardware elements of the system 1000 EUR/pcs.

5000-7000 EUR +
550-700 EUR/man-days

450-750 EUR/man-days

Module for automatic data collection Software elements of the system 10,000-18,000 EUR

Additional parts of the proposed system concept

System support and maintenance

Implementation, maintenance, and technical

support of the deployed system 30,000-150,000 EUR

The field of computer simulation is a prospective area, but there are still issues that
can be addressed in future research. These include the development of automated data
collection from manufacturing and logistics facilities in real time and the creation of com-
munication channels with a system for planning and managing manufacturing. Based on
such data, it will be possible to ensure continuous manufacturing in accordance with the
customer requirements and capacities of the company. Furthermore, it is an area of creating
a communication interface for linking the source codes of simulation models with the PLC
of automatic logistics tractors. Such a link removes duplication when programming the
logic of the proposed system. In the field of simulation software itself, a module can be
created that, based on online data from the factory, will respond to events that have arisen
by conducting simulation experiments in order to find an alternative manufacturing plan.
These skills will become increasingly vital as navigation advances in-line with decentralised
control and the concept of adaptive logistics systems.
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5. Conclusions

The flexible response of the company to customer requirements and the changes
in manufacturing programs nowadays decide on successful and unsuccessful factories.
When modifying manufacturing, the system for testing logistics processes in real condi-
tions provides a competitive advantage. This system is primarily designed for AGV as
a part of logistics processes, through which it is possible to improve the utilisation and
increase the efficiency of AGVs systems. However, it can be used in addition to testing the
implementation of robots, robotic lines, and other systems using artificial intelligence.

The solution proposed a link between the simulation platform and the AGV logistics
system. Computer emulation considers the stimuli from the real elements of the logistics
system, and through the communication module, an input generator is created for the
simulation model of the manufacturing system. This makes it possible to carry out com-
puter emulation for logistics processes carried out by AGV. The research results fill a gap in
the design of systems designed for verifying AGV routes or logistics and manufacturing
systems through the process of emulation. The created application shows that in the envi-
ronment of the Tecnomatix Plant Simulation software, it is possible to create an emulation
environment for such verification runs.

The results show that, through computer emulation, logistics can be tested without
the need to deploy all manufacturing facilities to prevent errors before they are physically
deployed and start manufacturing. Other advantages of emulation include reduced de-
sign time and modifications in actual logistics, increased labour productivity in logistics
planning, and the use of the emulation system as a support tool for reviewing suggested
logistics system measures.

The functionality itself has been verified by experimental tests in laboratory conditions
and on a circuit composed of a workplace tag, loading and unloading, an intersection,
and a charging point. This system was created for the verification and validation of AGV
routes using elements of automated logistics in industrial organisations, based on the
interconnection of the real and virtual worlds using computer simulation and emulation.
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