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Abstract

:

Multicriteria route planning is a crucial transportation planning issue under the field of GIS-based multicriteria decision analysis (GIS-MCDA) with broad applications. A searching algorithm is proposed to solve the multicriteria route planning problem with spatial urban information and constraints such an existing transit network in operation, certain vertices to be visited in the path, total number of vertices been visited, and length or range for the path. Evaluation of two in-operation mass-transit systems from Chicago and Tainan show that our method can retrieve solutions in a Pareto-optimal sense over comparative methods between profit under queried constraints (the expected passenger flow to be maximized, referring to the social welfare for the public) and cost for construction as well as maintenance (the cost of route to be minimized, referring to the sustainability for the government) with reasonable runtime over comparative methods.
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1. Introduction


Constrained planning is ubiquitous in urban design [1]. Many automatic planning or artificial intelligence tasks involving assigning values to variables that are subject to a set of constraints could be formulated as a constraint-satisfaction problem (CSP) [2]. Among CSPs, multicriteria constrained route planning turns out to be one of the most significant research topics with broad applications, especially in the field of transportation [3,4,5,6,7,8], in which the algorithms often have specific or defined heuristic functions.



This research focuses on nonmonotonic multicriteria route planning in urban space, by deploying additional transportation routes for in-operation public transit systems. Employing new services for an in-operation mobility system such as bus or light rail is difficult and time-consuming for governments or public transportation authorities. To be more explicit, factors including, but not limited to, the potential passenger flow (PF), social welfare, road network structure, and fuel consumption need to be considered for this newly deployed service. Furthermore, how to address the transfer as well as competitive relationship between this new service and other existing routes is complex and difficult to quantify. Indeed, even though there are various well-developed traffic planning software (e.g., VISUM, EMME), it is still difficult for authorities to either provide quantitative analysis or present near-optimal plans in a timely manner due to specific requests.



Designing an intelligent route planning algorithm that effectively combines multicriteria factors is also quite challenging. During the route construction process, when an algorithm selects the areas for forming a new route, it will encounter a severe problem: the potential PF of a new route is not monotonic. That is, by viewing the process and the structure of this newly growing route as a spanning tree, instead of increasing the potential profit, adding a new area for this route to cruise might decrease its overall PF as a result of the relationship with in-operation routes and the complex urban functionalities. For instance, a new route with adequate intersections towards the in-operation service can bring passengers to transfer across routes. This not only results in a higher PF, but also enhances the social welfare. On the contrary, when a new route has indistinct boundary against other in-operation services’ areas, its PF could conversely decrease. That is, those who need this service in certain areas with less accessibility cannot benefit from this new deployment, and passengers simply take the original route instead of this new service; both of which thereafter makes this deployment a waste of resources. In this work, considering the complex correlations between locations and stations (e.g., transferring between routes) and heterogeneous urban functions (e.g., the security/scenery of surroundings), an effective route-planning method is proposed to deal with the nonmonotonic multicriteria scenario.



Towards the targeted nonmonotonic multicriteria constrained route planning problem, this paper first harvests heterogeneous input features from Open Street Map (OSM) as well as open data platforms from governments, and then adopts a PF inference [9] for the proposed Multisource Bidirectional Gaussian-Prioritized Spanning Tree (BiasSpan). Precisely, the input constraints from authorities/users include a range on the map, a set of must-visit stations to deploy, maximum length of route, and a number of additional stations to be deployed, and BiasSpan accordingly suggests a route with maximized PF along with a near-optimally minimized cost. The system flow is illustrated in Figure 1.



Evaluation results on two in-operation mass-transit systems from Chicago and Tainan demonstrate that BiasSpan can retrieve solutions in a Pareto-optimal sense over comparative methods between profit under queried constraints (the expected passenger flow to be maximized, referring to the social welfare for the public) and cost for construction as well as maintenance (the cost of route to be minimized, referring to the sustainability for the government), and runs in one logarithmic time less than comparative algorithms.



In conclusion, the contribution for this paper is three-fold:




	
We formulate the nonmonotonic multicriteria constrained route planning problem that arranges new routes in an existing mass-transit system, which includes the nonmonotonic characteristic originated from the heterogeneous urban feature and heuristics developed from the neural-network-based inference module;



	
We propose BiasSpan for the targeted constraint planning problem considering optimization criteria: (1) Maximizing PF of route (refers to social welfare and revenue of fixed fares), (2) Minimizing length of route (refers to the cost for sustainability concerns);



	
Evaluation using two existing public transportation systems with different urban characteristics and structures shows the adaptability of the proposed method, which performs well in comparison with peer methods from the literature.









2. Related Work


In urban space, people tend to either travel by car or use public transport to move around and travel to their destinations [10]. Accordingly, most research focusing on route planning for mobility systems in urban space target the road network structure and public transit network structure. To be more precise, research on transportation route planning is not an uncharted area; where, in most cases, the original network is modeled as a directed graph for algorithms to retrieve a best route among vertices [11].



General Approach for Routing in Transportation Network. As one of the most fundamental solutions towards the shortest path planning, Dijkstra’s algorithm plays an important role in routing for transportation network. Accordingly, multiple techniques are proposed to enable Dijkstra’s algorithm to run in almost linear time or to use little memory [12,13]. Furthermore, to facilitate practical applications in real-world scenarios consisting of millions of nodes with instant outputs required [14], methods that are able to speed up the searching process in a unimodal transportation network have flourished over the past decades. For instance, bidirectional search (graph search), goal direction [15,16,17], transportation hierarchy, separator-based methods [18], and reinforcement learning [19,20] have been suggested [21,22,23,24]. Among the abovementioned approaches, the A* algorithm [25] is able to locate the path with the least costs if the heuristic function is admissible; that is, A* can retrieve the optimal solution given a monotonic cost function in the problem space. However, with the nonmonotonicity in urban space, the efficacies for approaches with similar characteristics or prerequisites as A* turn out to be limited [26].



Nonetheless, by ensuring that the forward and backward potential functions are both consistent, general A* could be made bidirectional. Similarly, by modifying the stopping criteria for the spanning of A*, some propose to terminate the searching process after the algorithm finds the first node belonged to both closed sets [27,28]. On the other hand, A* with Landmarks and Triangle inequality, or ALT, focuses on the triangle inequality and aims to obtain better bounds for A* [15]. Furthermore, by enabling much larger number of landmarks to be incorporated, the planning process can be made faster based on precomputation; however, this method requires exploring a previously explored node again during A* and faces the nonmonotonic as a result of a looser triangle inequality [29].



On the other hand, by reprojecting vertices into artificial coordinates with limited geoinformation, some propose to employ the Gauss–Seidel method to position the vertex in the weighted barycenter of its neighbors; next, gradient descend is adopted to disperse the barycentric layout into a grid-based graph. As it turns out, the nearest path for given queried locations can be derived from the graph [30]. Utilizing the concept of a geometric container, some propose to prune the searching at an early stage according to edges used by shortest paths towards certain vertices. Precisely, nodes that can be reached on a shortest path through certain edges are first labelled, and different geometric objects (e.g., bounding box, angular sector) are then adopted to contain and bind up those nodes that are to be reached so as to be used for a further pruning process [17].



Similar to some of the concepts of reprojection and pruning, some propose to adopt a separator to divide and modify the searching space. Such separator-based methods can be classified into different categories according to the features that are adopted as the separator (e.g., vertex, path, and arc) for the original searching space. First, for the vertex separator, a subset of vertices whose removal could decompose the original graph into cells is labelled, and shortcut edges are then added to this subset such that the distances between any pair of vertices are preserved. By replacing the precomputed shortest paths with single edges, the subset with shortcuts can be used to accelerate parts of the query [31,32]. Next, for the path separator, the concept is to view a path as intermediary so as to compute distance between vertices. Explicitly, similar to the procedure of vertex separator, a subset of vertices whose removal could decompose the original graph into cells is first labelled. A rooted spanning tree is then defined by viewing the original graph as an undirected one, and three paths from the root triangle could be identified through planarity testing. Consequently, these three paths not only correspond to at most six directed paths in the original graph, but also separate the original graph into cells where each cell has a size no greater than half the original size [33,34]. Despite variations in the setting of separators, some research focuses on the multimodal routing computation and adopts a multimodal separators-based algorithm by applying the time-dependent state automaton to achieve less runtime with tolerable inaccuracy [35].



Meanwhile, when dealing with multimodal route planning in urban space [36,37], some emphasize the transportation network hierarchy with the intention of easing the time consumption. Its concept is to bypass the meticulous road network according to its hierarchy to accelerate. Precisely, the hierarchy is based on input-defined road categories, and only vertices of subnetwork are scanned given queried target far from source. However, there is also no guarantee that it will find the exact shortest paths [38,39]. On the other hand, some focus on the contraction hierarchy; that is, the original network structure, is converged into a small arterial network by exploiting its inherent hierarchy. The proposed method suggests to heuristically order the vertices by importance from the least to the highest, and vertices are then repeatedly contracted and replaced by shortcuts in the original graph. Hence, a bidirectional search could be adopted to only visit arcs leading to vertices holding higher importance, where two frontiers of bidirectional search are supposed to meet at the highest-ranked vertex instead of the first vertex scanned by both sides [40]. Some adopt the concept of hop labelling, in which distances between pairs of vertices are precomputed as virtual shortcuts. Then, the shortest path of each pair of vertices is represented as two hops consisting of a path and a vertex that correspond to the origin or destination for the pair. By encoding the vertices that a certain vertex could go to and come from, one can identify a shortest path connecting a certain pair of vertices through the vertex kept in both subsets. As a consequence, by maximizing the coverage of hops on shortest path, the time consumption could be reduced [41,42].



Inference-then-Planning Framework for Constrained Route Planning. A number of studies focus on an inference-then-planning framework, in which multicriteria route planning is conducted with heuristics or cost function, based on the estimated results of an inference model [43]. For instance, some deal with the constrained taxi-cruising problem based on predicting pick-up and drop-off locations with the profit and trust optimized [44], distributed competitive searching for parking slots that optimizes the drivers’ searching experience with various preference towards time consumption and the resource utilization for social welfare based on limited accessibility to data for the parking slots’ availability inference [45]. They use traffic penalty charges and the results of predicting parking infringements to plan a multidepot route that maximizes profit and minimizes time [46], or multicriteria route planning focusing on either waste collection [47] or emergency vehicles [48,49] with relevant information estimation.



To be more precise, with the rise of mobility systems in the urban space, several studies focus on the constrained taxi cruising problem. This research problem consists of an inference section that predicts the appearance and intention of customers and a planning section that handles the taxi fleet either under a centralized or distributed authority. Several methods, such as reinforcement learning [50], matrix factorization [51], random-based strategy [52], or neural-network-based [53], are proposed for the constrained route planning. Despite the emphasis on profit and cost, some researchers propose a multicriteria routing problem that optimizes the profit from taxi fleet and the trust from customers [44]. In this case, convolutional long short-term memory network (convLSTM) and spatial–temporal dynamic network (STDN) are adopted for inferring the real-time pick-up location as well as the destinations (drop-off locations) of customers, and a greedy-based heuristic algorithm named J* is proposed for the cruising route for the taxi fleet. The method successfully puts the constraints of booking information from future customers into consideration by suggesting proper customers to pick up. Although the targeted research problem is different from this paper, the concept of utilizing inferred results in heuristic function is adopted and modified in our algorithm.



Similarly, some research also focuses on stationary resource searching but with their application in parking slots [54]. For the parking slot cruising problem, methods such as the greedy-based strategy [55], gravitational approach for incomplete information [56], and stable-matching-based technique for a centralized scenario [57] have been proposed. Among them, some target the distributed competitive searching for a parking slot that optimizes the drivers’ searching experience with various preference towards time consumption and the resource utilization for social welfare based on limited accessibility to data [45]. Here, a spatiotemporal availability inference model is first adopted to infer the occupied probability of each parking slot under a certain time slot, and an algorithm named Conntrans is proposed to solve the multiple-criteria competitive searching. The concept is that multiple factors, including but not limited to estimated availability, cost for reaching their destination, competition with others, and the impact of abnormal events are jointly considered. Although it targets a different research problem, the technique of integrating uncertainties of a nonmonotonic nature in urban space for algorithm design is adopted and modified for creating our proposed method.



On the other hand, ref. [46] investigates multidepot route planning for violation fine collection that maximizes profit based on the estimated patterns of infringing cars while minimizing the working hours of the officers. A probability estimation model is adopted to infer both probability and period of violation for each parking area, and ant colony optimization (ACO) is applied to generate the tour for officers. However, this work focused on the collaboration among multiple agents, and the adaptability of the proposed method is severely limited due to the need for pre-clustering, which makes it difficult to adopt for solving mass-transit planning. On the other hand, others have proposed to solve the multicriteria route planning by focusing on waste collection [47]. This technique aims to minimize both the visited waste bins and the traveling distance. A knowledge-based decision-making algorithm is developed to select the waste bins to be serviced, and Dijkstra’s algorithm is modified to identify the optimum route among selected bins. As a greedy-based approach, it seems to achieve near-optimal performance in solving the bin-collection problem; however, nonmonotonic characteristic in urban space is not considered, and geographical features as well as competitive relationship are not addressed.



Some target the emergency vehicles planning with real-time traffic conditions considered [48,49]. In these works, the objective is to minimize the traveling time while maximizing the reliability of the recommended route in the road network. A kernel clustering algorithm based on the shuffled frog leaping algorithm (SFLA) is designed to predict the travel time based on the real-time and historical data of travel speed. On the basis of the expected traveling time and the vehicle velocity distribution, the route could be suggested by using the K-path algorithm with SFLA. Although these approaches successfully deal with the dynamic route planning considering the real-time traffic, the way their criteria is defined (traveling time and reliability) is not antagonistic compared to our targeted problem. Moreover, they differ from our targeted research problem in objectives. Nonetheless, the abovementioned research provides several insights into the formulations and possible solutions for multicriteria constrained route planning based upon inferred results.



Multicriteria Path Planning. For multicriteria path planning, some research focuses on retrieving the Pareto-optimal set of trajectories that meets all objectives [58,59]. However, the whole process is time-consuming; moreover, how to efficiently and effectively retain the subset of optimal trajectories given multiple origins under a large problem space remains a difficult issue [29]. Accordingly, there are lots of previous works that have used artificial intelligence for producing Pareto-Front [60,61,62]. Moreover, the urban features, for instance, the transference or competitive relationship between the new arbitrary route and the in-operation service, and the complexity as well as nonmonotonicity for urban functionalities, all make the PF inference a non-superimposable issue. As it turns out, several state-of-the-art methods are not feasible for the targeted research problem. Accordingly, this paper adopts the concept of Gaussian mixture model (GMM) in background modelling [63], and further suggests a target-prioritized route-planning algorithm.



Meanwhile, since the multicriteria path planning can be viewed as a variation of the multicriteria optimization problem, the techniques from some of the solutions towards multicriteria optimization may be adopted in solving our targeted research problem. Precisely, due to the time complexity of such NP-Complete problem, one of the most direct solutions through iterating all permutations or combinations turns out to be unrealistic and risks running out of finite computational resources, either time or space. Thereafter, several techniques are proposed and even synergized with some baseline methods towards solving certain research problem. For instance, combining the greedy selection and randomization, greedy-randomized adaptive search procedure (GRASP) [64] turns out to be a semigreedy heuristic and could be used to solve NP-Complete problems such as the traveling salesman problem [65,66] or vehicle routing [67,68]. Meanwhile, multiobjectives genetic algorithm (MOGA) [69] synergizes random search with the concepts in a genetic algorithm and can be applied for various multicriteria planning and scheduling problems [70,71,72].



Specifically, an evolutionary algorithm [73] focuses on applying the principles of evolution in nature to solve the problem. The procedure of the evolutionary algorithm can be divided into five stages: randomness, mutation, selection, crossover, and competition. To begin with, certain number of solutions is randomly sampled as the parents, based on which their children are generated. Then the child from each family with the best performance towards the fitness function is selected, with part of these best children chosen to be the parents in the next generation. A threshold is set to restrict the total number of solutions entering the next generation. Moreover, several modifications can be made in different stages of the procedure to enhance either the phenotype or genotype of the generated solutions so as to deal with certain requirements in the targeted issue [74,75]. With a similar concept in the searching mechanism, a series of bit strings can be used to represent the chromosomes and to accord to solutions in the genetic algorithm [76].



The nondominated sorting genetic algorithm II (NSGA-II) [77] is one of the multiobjective evolutionary algorithms (MOEA) that is suggested to overcome the chasm in computational complexity, non-elitism strategy, and parameter-sharing limitation. To achieve a better Pareto frontier, different levels of nondominated fronts are defined, where solutions categorized into various levels have different corresponding probability to be chosen in the next generation. Moreover, the crowding distance is applied to differentiate the solutions located in the same level and to enhance the diversity of solutions chosen into the next generation. By selecting solutions with higher crowding distance, the exploration can prevent the chromosomes from falling into the local optimal. With different selection strategies applied, the characteristics of the population in the next generation could be controlled in order to achieve better performance towards various research problems such as the multicriteria path-planning for robots [78], unmanned aerial vehicles [79], or geofence settlements [80], and gate assignment problems [81], as well as evaluating the design of transit networks [82]. Similar to some of the concepts in NSGA-II, strength Pareto evolutionary algorithm II (SPEA-II) [83] ranks the solutions according to the Pareto advantage by utilizing the fitness assignment, density estimation, and an enhanced archive truncation method. Accordingly, both NSGA-II and SPEA-II are often adopted for testing as well as solving multicriteria optimization problem.



To conclude, although research focusing on various issues in multicriteria optimization differs from our targeted research problem and cannot be directly adopted due to the complexity in computational resources and the nonmonotonic nature of the data, several concepts in the proposed methods could still be adopted and modified. For instance, our proposed multisource prioritized selection strategy can be viewed as a variation of the concept from partial optimization in level-based nondominated front.



The rest of this paper is organized as follows. First, Section 3 presents preliminary definitions with the adopted inference module. Section 4 then explores various strategies in route construction. Furthermore, Section 5 shows the evaluations for BiasSpan and compares it to other methods. Finally, Section 6 states the conclusion and outlines future works.




3. Preliminary


Definition 1.

Grid. We divide the city into disjoint grids (0.1 km × 0.1 km) [84] and store all features that are correlated with PF (e.g., population in this grid, whether existing routes appeared on this grid, etc.) into the corresponding grid.





Definition 2.

Grid-like graph. A grid-like graph is composed of disjoint grids, and based on the road network information from OpenStreetMap (OSM), it records the connectivity between each grid, similar to road networks in the real world. For each grid and its surrounding eight grids, if there are roads in the OSM that connect each other (the grid itself and adjacent grids), this information will be stored.





Definition 3.

Passenger Flow (PF). The passenger flow in the route here indicates the total number of passengers who travelled at any point along the route. That is, PF is counted once someone pays by smart card when either getting onto or getting off the mass-transit at a station of a route.





Definition 4.

Route-affecting region (RAR). The demand for mass transit depends on the urban functionalities and geographical environment of nearby areas instead of simply the origin and destination of the service [9,85]. Consequently, the RAR considers features related to PF on the basis of the route. Explicitly, the algorithm draws a circle from each point of the targeted route so as to form the RAR, with the radius of each circle set to 400 m according the walking tolerance for pedestrians introduced in Design Manual for Urban Sidewalks [86]. Finally, the features can be harvested from the grids within RAR for PF inference. The PF inference module used with our proposed algorithm is applicable to feature extraction based on either Origin-Destination (OD) Matrix [87,88] or RAR.





3.1. PF Inference Module


Given trajectories and stations of a certain arbitrary route, the goal of this module is to infer the PF (which refers to one of the criteria in our targeted route planning problem) for an arbitrary route given by the routing process in Section 4.



To be more precise, with the grid-based storage for heterogeneous urban data [85], the feature set for each existing route, including points of interest (POIs), entropy of POIs representing the diversity of urban functionalities [89], quantified relationships with existing mass-transit network, route network structure, and population structure, are extracted and integrated as training data. Accordingly, the corresponding ticket data is solicited and set as the training target, which refers to the PF under a certain timestamp. We employ DNN for regression as the inference model with various features treated as the inputs, and the PF values regarded as predictive labels [9]. Meanwhile, a pretrained model is adopted to infer the PF value of a given arbitrary route, which is generated by a route-planning algorithm, once this arbitrary route is deployed in the existing in-operation system.




3.2. Variable Desrcription


The description for variables defined in the problem formulation is listed in Table 1. It is worth mentioning that, the terms “edge” and “trajectory”, as well as “node (vertex)” and “grid” are interchangeable though depending on the scenario (e.g., real-world in-operation transit network, constructed grid-like graph) in some cases.





4. Multicriteria Route Planning for Mass Transit


4.1. Problem Formulation


We adopt and modify the grid-like graph as a weighted directed graph G = (V,E), in which V is the set of n nodes (grids) and E refers to the set of edges (trajectories). We set F = (fij) as the cost matrix associated with E, F corresponds to length (fuel consumption, or construction cost), and a route R in consist of V and E in the targeted problem. Another matrix associated with the selected trajectories E′ and stations V′ is route R′ = ({E′},{V′}) with PF(R), which refers to the expected PF of a temporary route R′ derived from the PF inference module. The PF is neither superimposable nor monotonic between routes; specifically, both PF and relative input features for the inference model are not monotonic. That is, a reinference is mandatory to retrieve an accurate PF of a route.



Precisely, our targeted problem is defined as follows. Given constraints consisting of (1) range for planning A (2) a set of must-visit stations SM = {SM0, …, SMi} (3) number of recommended stations r (4) maximum length L, our goal is to recommend a trajectory in a designated area along with a set of stations S = SM + SR so as to retain the Pareto-optimal between (1) profit (the PF value to be maximized, referring to the social welfare for the public) and (2) cost (the cost for construction and maintenance of the route to be minimized. The cost is positively correlated to the length of the route, referring to the sustainability for the government), in which SM refers to the set of must-visit stations that shall be settled as the stations and included in the final route, SR is the recommended stations {SR0, …, SRr} that shall be derived by the given algorithm and included in the final route. Meanwhile, the Pareto-optimal here indicates that one method is able to retain the solutions under certain constraints (i.e., area size, or number of stations) if no other method has better performance in both objectives (‘profit’ and ‘cost’). For instance, given certain constraint (scenario), if two methods have the better performance in either of the two objectives against each other, and no other method has better performance (or could be called as the “improved satisfaction”) over these two methods in both objectives, then these two methods are both defined to reach the Pareto-optimal under this given scenario.



Precisely, the targeted problem can be formulated in the following equations:


        Maximize   PF       ∑    e  i j   ∈ R    e  i j     ,     ∑    v i  ∈ R    v i      .       Minimize     ∑    e  i j   ∈ R   F    e  i j              



(1)




s.t.


    ∑    e  i j   ∈ R   F    e  i j     ≤ L  



(2)






   E ′  ⊂  E A  ,    V ′  ⊂  V A  ,   R ⊂ A   w i t h   R =     E ’   ,   V ’      



(3)
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   S   R i    ⊄  S   M i                        ∀    S R  ,  S M   



(8)






   S   R i    ⊂  V A                              ∀    S R   



(9)






   S   R i    ⊄   ∅                               ∀    S R   



(10)






     S R    = r  



(11)






   V A  = V ∩ A  



(12)






   E A  = E ∩ A  



(13)




in which R refers to the final route and consists of successive stations along with trajectories. Furthermore, Equation (1) refers to the optimization objectives, including the profit under queried constraints (the expected passenger flow to be maximized, referring to the social welfare for the public) and cost for construction as well as maintenance (the cost of route to be minimized, referring to the sustainability for the government). Furthermore, Equation (2) indicates that the length of the route shall not exceed the requested maximum length. While Equation (3) ensures the legal formulation of the final route been included in the queried planning area. Accordingly, Equations (4) and (5) defines the relationship between the vertices V′ in the final route and deployed stations S, as well as the deployed stations S and must-visit stations SM with recommended stations SR. Next, Equation (6) requires that all the must-visit stations shall be connected in the final route R’ (the trajectories E′ and the stations V′ in R′). Similarly, Equation (7) asks all the additional requested stations to be connected in the final route. Meanwhile, Equations (8)–(11) require the queried number of additional stations to be reached for further planning; furthermore, these additional stations shall be deployed in the delimited area without overlapping the vertices occupied by the must-visit stations. Accordingly, Equations (12) and (13) limit all the vertices and edges selected to be considered for route planning to be located in the requested area for planning.




4.2. The Strategy in BiasSpan


Due to the large number of possible combinations of trajectories and stations for constituting a route, the optimal solution turns out to be difficult to obtain, especially for large urban space. Precisely, according to our experiments, the exhaustion-based method is not feasible due to the long runtime. Furthermore, the targeted problem ends up being NP-Complete in attribution to the nonmonotonicity of input features and the uncertainty as a result of a heuristic function derived from PF. That is, due to the complexity in computational resource and nonmonotonic nature of the data, adequate modifications are needed for most heuristic algorithms to be eligible for solving the targeted problem [90]. Consequently, the Multi-source Bidirectional Gaussian-Prioritized Spanning Tree (BiasSpan) is proposed so as to obtain a decent solution in a reasonable time frame. The concepts of BiasSpan, which are inspired by the concept of parallel computing in bidirectional search as well as the goal-prioritization in best-first search, are composed of four parts, including grid-like graph construction, PF precomputation with lookup table construction, multisource bidirectional spanning, and the Gaussian mixture model for modelling spatial influence.



4.2.1. Grid-like Graph Construction


The BiasSpan algorithm relies on the grid-like graph for generating possible routes. The benefits are two-fold. First, the number of nodes can be significantly reduced since only some of the grids contain road segments. Using Chicago and Tainan as examples, based on the two cities’ road networks, the number of nodes in the two cities can be reduced from 390,509 and 237,866 to 91,320 and 94,282, respectively. To be more specific, since routes are confined to existing roads only, grids that contain no existing road network (299,189 and 143,584 grids for the two cities, respectively, contain features but do not correspond to existing roads) will not be considered for further trajectory construction. It is worth mentioning that the features stored in “no road” grids can still be fetched by indexing, since they still contribute to the PF inference of some routes. Second, when extracting features in RAR for a given route, the computational load and the time needed can be reduced by grid indexing.




4.2.2. PF Precomputation with Lookup Table Construction


The second strategy in BiasSpan lies in the precomputation that decreases the time consumption when accessing duplicate information. Precisely, the PF value for each grid in the map area is inferred and stored. Meanwhile, the edge weights (length) do not need to be stored as the distance between each adjacent grid is either 0.1 km or 0.1√2 km.




4.2.3. Multisource Bidirectional Spanning


Acting as a traditional yet efficient approach for limiting the searching space of path planning algorithm, BiasSpan employs multiple queues to be grown from each source (station) for bidirectional spanning. Accordingly, two queues are merged once their frontiers meet each other at certain grid, and the merged queue will then serve as the trajectory that connects their two corresponding sources. It is worth mentioning that a constraint where one source can only connect to a certain number of sources is activated in order to prevent the algorithm from constructing a radial route.




4.2.4. Gaussian Mixture Model for Modelling Spatial Influence


The Gaussian mixture model (GMM) is adopted for two main reasons, the countermeasure against herding effect in station deployment and the spatial influence of each station in the route-planning process. Precisely, for the first statement in the station deploying stage, if one only settles the recommended stations at locations with high potential PF, it could easily end up with a region where several stations are allocated. Therefore, the concept for applying GMM is that it enables the recomputation of PF considering the negative effects from regions (grids) where stations are already recommended. Additionally, such iterative process makes the stations suggested by BiasSpan not only based on high inferred PF of the grid itself, but also kept a distance from each other. Similarly, for the second statement in the route-planning stage, the spatial appeal for PF from each station, including must-visit ones and recommended ones, can be modelled by the two-dimensional GMM. In this way, not only the nonmonotonicity in each grid under urban space could be smoothed and thereafter the inaccuracy due to the uncertainty could be eased, but the goal-prioritization characteristic could also enhance the searching efficiency.





4.3. The Algorithm


Algorithm 1 to 3 depicts the pseudocode of each stage in the proposed BiasSpan: grid-preprocessing, station-recommending, and trajectory-routing. Where pf(g) refers to the inferred PF of grid g, G(g′,g) indicates the GMM function between grid g and g′, with gd(g′,g) showing the spatial distributed PF from grid g.



To be more precise, for the first part referring to Algorithm 1, the PF is retrieved for each must-visit station based on the pretrained DNN-based inference model mentioned in Section 3.1. Then the spatial appeal, or the spatial influence, of each station is evaluated for all the other grids based on the GMM. Meanwhile, the variance setting of Gaussian distribution refers to the grid size. Next, for Algorithm 2, the grid with maximal PF is iteratively selected as the recommended station based on the distributed PFs of GMM that neutralize the herding effect. Finally, for the third part (as described in Algorithm 3), the BiasSpan first limits the breadth of searching space based on GMM as described in Section 4.2.4; on the other hand, it decreases the depth of search in the spanning tree by the multisource bidirectional technique. BiasSpan ends up being a target-prioritized breadth-first spanning tree with multiple sources growing simultaneously.



	Algorithm 1: Grid-Preprocessing for BiasSpan



	input: grids and must_visit_grids (stations) in map area

    Proposed PF inference model pf( )

    output: Table gd( ) and tgd( )



	foreach grid in area do

    /*assign grid PF based on proposed inference model*/

    let pf(grid) be the PF of grid

    if grid is in must_visit_grids then

    /*assign weights to nodes based on Gaussian-Distributed PF*/

    foreach g in area do

    let G(g, grid) be Gaussian function in 2 dimension

    gd(g, grid) ← G(g, grid) × pf(grid)

    tgd(g) ← tgd(g) + gd(g, grid)










	Algorithm 2: Station-Recommending for BiasSpan



	input: grids and must_visit_grids (stations) in map area

Gaussian-Distributed PF gd( ) and accumulated GD-PF tgd( )

Proposed PF inference model pf( )

Given number_of_recommendedation

output: Set recommended_grids



	foreach j from 0 to number_of_recommendation do

max(j) ← 0

choice ← null

/*search maximum grid PF with accumulated GD-PF feedback*/

foreach g in area do

if g is not in (must_visit_grids + recommended_grids) then

if pf(g) − tgd(g) > max(j) then

max(j) ← pf(g) − tgd(g)

choice ← g

add choice to recommended_grids

/*assign weights to nodes based on Gaussian-Distributed PF*/

foreach g in area do

let G(g, choice) be Gaussian function in 2 dimension

gd(g, choice) ← G(g, choice) × pf(choice)

tgd(g) ← tgd(g) + gd(g, choice)








	Algorithm 3: Trajectory-Routing for BiasSpan



	input: grids and must_visit_grids (stations) in map area

road network (grid-like graph)

Gaussian-Distributed PF gd( ) and accumulated GD-PF tgd( )

Set of recommended_grids

output: route with starter as stations



	starter ← must_visit_grids + recommended_grids

/*initial the root, set and counter for each selected station*/

foreach grid in area do

sid(grid) ← −1

if grid is in starter then

root[starter_id] ← grid

set[starter_id, 0].add(root[starter_id])

sid(grid) ← starter_id

count(starter_id) ← 0

/*renew accumulated GD-PF based on negative feedback*/

foreach g in area do

tgd[starter_id,0](g) ← tgd(g) − 2 × gd(g, grid)

route ← null

/*iterates until route is formed, restriction relaxes if fail*/

foreach i from 0 to infinite do

/*each starter marches only one step in each iteration*/

foreach s in starter do

/*there are multiple spanning trees for each starter*/

foreach st in set[s, i] do

/*one starter meets at most 2 other starters*/

if count(s) ≥ 2 then

break

nst ← st/*deep copy*/

pt(nst, s) ← 0

max(st) ← 0

choice ← null

/*search best direction among reachable & legal grids*/

foreach g in nearby_grid do

if reachable in road network and sid(g) = s then

renew relative parameters if current path is better

if reachable in road network and sid(g) ≠ s then

if tgd[s, i](g) > max(st) then

max(st) ← tgd[s, i](g)

choice ← g

if choice ≠ null then

nst.visit(choice)

/*add to route if meets segment from other starter*/

if sid(g) ≠ −1 and count(sid(g)) < 2 then

route.addseg(nst, obj(g))

count(s) ← count(s) + 1

count(sid(g)) ← count(sid(g)) + 1

if success to form a route with all starters then

break

/*accumulated GD-PF on negative feedback*/

foreach g in area do

tgd[s,i](g)←tgd[s,i](g) − 2 × gd(g,root[sid(g)])

if count(sid(g)) = 2/*same for count(s) = 2*/then

foreach st in starter do

foreach g in area do

tgd[st,i](g)←tgd[st,i](g) − 2 × gd(g,root[sid(g)])

else

set[s, i + 1].add(nst)

sid(g) ← s

obj(g) ← nst

pt(st, s) ← pt(st, s) + 1

/*each spanning tree tries at most 2 directions*/

if pt(st, s) > 1 then

set[s, i].delete(st)

set[s, i + 1].add(set[s, i])

tgd[s, i + 1] ← tgd[s, i]

if success to form a route with all starters then

break

return route and starter







4.4. Summary of the Properties of BiasSpan


	
BiasSpan employs GMM to deal with nonmonotonic gain function;



	
The size of problem space for the algorithm is reduced based on the grid-like graph;



	
BiasSpan prunes the searching space with a bidirectional goal-prioritized technique;



	
The herding effect (crowding-out effect) in station recommendation is neutralized by the adopted GMM with negative feedback.






Apparently, there is no optimal solution to this multicriteria problem due to the trade-off between PF and length. Nonetheless, solutions are still expected to be provided by our proposed BiasSpan in a Pareto-optimal sense. Additionally, it is worth noting that although the implementation and the evaluation of the proposed BiasSpan are based on the constrained route planning for buses, where a new bus route is constrained by an existing road network and its revenue comes from fixed fares, this algorithm is still applicable for other types of mass transit. For instance, when applied to railroads, which are usually located underground but need to avoid existing pipes, a grid-like graph that avoids existing pipes and considers multiple layers could be constructed. Therefore, an unwanted collision could be prevented. Meanwhile, features needed to be considered, e.g., transference between existing routes, can still be stored in a grid-like graph for further inference.




4.5. Time Complexity


The targeted multicriteria nonmonotonic constrained route planning problem can be first simplified as a multiple-choice branching problem to explore its time complexity. The multiple-choice branching problem is defined to search for a subset A’∈A in a directed graph G = (V,A) with a partition of A into disjoint sets A1, A2, …, Am. Meanwhile, the sum of weights in subset A′ is larger than a given positive integer K, so that A′ contains no cycles and at most one arc from each partition. Next, the “multiple choice branching” problem can be reduced into a 3-SAT problem, ends up being NP-Complete [91,92]. Furthermore, given that G is a strongly connected graph, it still remains NP-Complete since such a maximum weight branching problem can be viewed as a two-matroid intersection problem [93].



For the trajectory-routing part in BiasSpan, the time complexity turns out to be O(EV) given that the worst-case scenario is to traverse each grid in all directions. Where E is the number of maximum directions from one spanning tree (this variable is set to 2 in Algorithm 3, which equals to branching factor in the worst-case scenario), and V corresponds to the number of grids labelled in the searching area. For other routing algorithms introduced in previous sections, despite most of them turning out to be inapplicable towards solving this research problem or retrieving optimal solutions, the time complexity for brute-force searching is O(EV), Dijkstra’s algorithm and Prim’s algorithm for O(EVlogV) or O(EV + VlogV), A* algorithm for O(EV), and bidirectional search for O(SEV/S). Where S is the total number of stations, and E indicates the branching factor. It is worth noting that since V is far larger than S as well as E in most cases, BiasSpan is expected to find approximate solutions in a reasonable time among all the listed algorithms.



The schematic search space of different algorithms including the Dijkstra’s algorithm [94], bidirectional search, and BiasSpan is illustrated and compared in Figure 2. Based on the target-prioritized technique based on GMM, BiasSpan is expected to visit fewer candidates compared to bidirectional search.





5. Evaluation


5.1. Dataset and Preprocessing


Two contrasting types (radial and square structure) of in-operation mass-transit networks retrieved from Tainan City Government and Chicago Transit Authority (CTA) are selected as the datasets for evaluation. As we introduced in previous sections, the proposed method is applicable for solving a multicriteria constrained planning problem towards various types of mass-transit systems. For evaluation, the bus-ticket data for Tainan lists the ticket ID, route ID, timestamps, and the starting and ending stations; on the other hand, the transit-ticket data for Chicago records the route ID, timestamps, and the number of passengers. Meanwhile, with 14,336,226 and 231,196,847 ticket records, respectively, for the mass-transit in these two cities, they both hold at least 100 routes and thousands of stations in service. Accordingly, the in-operation mass-transit networks for these two cities under the same scale are shown in Figure 3.



Next, as introduced in Section 3.1, heterogeneous urban information is harvested for constituting the input feature set in the PF inference module. To extract the necessary information, the POI is extracted from the GoogleMap, the road network structure with transportation hierarchy is loaded from the OpenStreetMap, and the population pyramid is fetched from respective agencies. Apart from the static features, the human mobility is represented by the bicycle and taxi record that lists both pick-up and drop-off locations. The size figure for the input instances of the two cities are listed in Table 2.



Meanwhile, the urban spaces of Tainan and Chicago are divided into 505,296 and 330,335 disjoint grids (0.1 km × 0.1 km) based on EPSG: 3857, where only 94,282 and 91,320 grids (vertices) would be considered in route recommendation. The ranges in both EPSG: 3857 and 4326 projection for grid-like graph of two cities are listed in Table 3. The number of grids in both cities are reduced from 72.36% to 81.34% compared to the road network structure in real world.




5.2. Evaluation Setting


Six route-planning algorithms are selected as the comparative methods to search from one must-visit station for another iteratively:




	
Dijkstra’s Algorithm (Dijkstra’s) [94]—Dijkstra’s algorithm is performed to search from one must-visit station towards other stations, either a must-visit one or recommended one. The destination then turns out to be the origin of a searching process in the next round for the Dijkstra’s algorithm to look for another stations. As an iterative process, it terminates until a route that connects all stations exactly once is formed.



	
Breadth-First Search (BFS)—BFS is applied to take turns beginning the searching process from each of the must-visit stations. During the searching process, BFS will iteratively explore the adjacent candidate until there is no candidate that can be reached. Accordingly, the route planning is terminated until BFS successfully visits all the stations at least once, where a linear route is constructed.



	
Iterative Deepening Depth-First Search (IDDFS) [95]—IDDFS acts as a depth-limited version of deep-first search (DFS). Towards the route planning problem, IDDFS is adopted to search for stations iteratively and employed with an increasing value in the setting of depth limit. Precisely, the searching process terminates once IDDFS can reach the stopping criteria where a route with all stations connected is formed under any setting of depth limit.



	
Best-First Search (Best-First)—similar to the concept of BFS towards the routing process, Best-First explores the adjacent candidate with the highest PF iteratively. As a somewhat greedy algorithm focusing on the local optimal, the searching process terminates until a legal route is suggested.



	
Distance-Based A* (Distance-A*)—the A* algorithm [25] is adopted with a heuristic emphasizing the distance between the candidate grid and the destination.



	
Passenger-Flow-Based A* (PF-A*)—similar to Distance-A*, the A* algorithm here is adopted with a heuristic that predicts the PF between the candidate grid and the destination based on the pre-trained PF inference module introduced in Section 3.1.



	
Brute-Force (BF)—acting as a baseline method, BF systematically enumerates all possible combinations in the problem space, and then the solution that retains the Pareto optimal among all enumerated candidate solutions is retrieved.








In accordance with our optimization objectives, which refer to reaching the Pareto-optimal between the PF and the cost of route, the PF and the cost will be reported along with an index of “PF per unit length” (or “unit PF”). It is worth mentioning that this “unit PF” index is one of the evaluating criteria in mass-transit planning according to our interview with civil servants in the Tainan City Bureau of Transportation; however, this is not one of the formulated optimization objectives concerning the multicriteria characteristic of the targeted research problem. The evaluation is based on 1000 randomly generated testing cases under various user-constrained settings. All methods are implemented in Java with a single core of an Intel i7-7700CPU@3.60GHz with 16 GB of RAM. To accommodate real-world scenarios, queries executed for over 20 min are identified as failures.




5.3. Evaluation of BiasSpan against Comparative Methods


The BiasSpan and comparative route-planning algorithms are performed under different user-constrained settings, including various area ranges and the number of must-visit stations. In this section, PF and length for each method is divided by the corresponding value of BiasSpan into a “PF ratio” or “length ratio;” and the unit PF for each method is divided by the value of BiasSpan into a unit PF ratio. The optimization criteria, the unit PF ratio, and runtime among all the methods are then compared.



The Pareto-efficient frontier and solutions under different area ranges are illustrated in Figure 4. The evaluation results for the optimization criteria including PF and length of route are illustrated in Figure 5, Figure 6, Figure 7 and Figure 8 for Chicago and Tainan datasets respectively. The PF ratio, length ratio, unit PF ratio, and runtime by varying area range (Figure 5, Figure 6, Figure 9 and Figure 10) and the number of must-visit stations (Figure 7, Figure 8, Figure 11 and Figure 12) are then compared. Detailed performance for Brute-Force are not depicted in Figure 5, Figure 6, Figure 7 and Figure 8 since it can only obtain solutions for very small ranges (<1 km2). The overall performance is evaluated in mean and standard deviation of solutions derived by different methods under various constrained settings for Table 4, and in hypervolume (HV) of Pareto set obtained by different methods under various constrained settings for Table 5. Additionally, Table 6 shows the probability for BiasSpan to retrieve a better solution compared to other methods.



5.3.1. Pareto-Optimal between Profit and Cost


Overall experimental results indicate that BiasSpan maintains high PF per unit length and success rate in the middle-scale and large-scale region, where its length ratio referring to the cost of route outperforms that of other methods. First, we compare the length and corresponding PF of routes generated by different methods in Figure 5, Figure 6, Figure 7, Figure 8, Figure 9, Figure 10, Figure 11 and Figure 12. Although BiasSpan and other comparative methods gain similar performance for route length and especially the PF of route in small-scale region, the chasm takes place in a larger region, where the length for Distance-A* and Dijkstra’s is two to three times longer than the one for BiasSpan, and, at the same time, the value turns out to be around four to six for BFS, Best-First, and PF-A*. Finally, the length of the route generated by IDDFS is eight times longer than the one generated by BiasSpan. When a larger region is given, more than half of the queries of IDDFS cannot successfully generate a route in time.



As both Distance-A* and Dijkstra’s focus on retrieving a solution simply seeking the best performance in shortening the length of route, they turn out to ignore another objective in this multicriteria routing problem. Precisely, they indeed somewhat successfully suggest a trajectory that connects each pair of the stations with a lower cost compared to the other algorithms. Unfortunately, due to the nature of the iterative routing process where an adopted algorithm is conducted from station to station without proper serialization in the order of stations, these two methods, in the end, return a route with lower quality in the criterion of cost (length). For instance, given three or more stations during route construction, Distance-A* and Dijkstra’s algorithms may create a crooked or even zigzagging trajectory (e.g., hairpin shape or switchback) while trying to connect all these stations successively. In contrast, by adopting the multisource bidirectional spanning technique, BiasSpan is able to plan smooth, efficient routes with minimal turns and disruptions.



Meanwhile, since Best-First and PF-A* focus on the efficacy of PF, it seems that they both fail to address the length of the route and thereafter generate trajectories that connect and make several successive detours in small regions, especially in the areas with high potential PF. An intriguing result is that, despite their emphasis on the efficacy of PF, the evaluation shows that Best-First and PF-A* both end up with low overall PF performance compared to Distance-A* and Dijkstra’s. This may be attributed to the nonmonotonicity in heuristic as well as the heterogeneity in urban space. In short, the evaluation confirms that forming trajectories by simply integrating grids is definitely not a feasible approach.




5.3.2. Runtime


First of all, BiasSpan is able to responds to queries in the scale of 10−1 to 10−2 s in small- to middle-scale problem space. Meanwhile, the runtime of comparative methods are at least one logarithmic scale longer than the one of BiasSpan; among them, IDDFS holds the longest runtime apart from Brute-Force and is around two to three logarithmic scales longer than BiasSpan’s. This can be attributed to the nature of IDDFS, which is a DFS-based routing algorithm. In other words, compared BiasSpan or the other comparative methods, IDDFS could easily end up with exploring regions where no station exists. For other comparative methods, BFS, Best-First, and Distance-A* tend to consume less time compared to Dijkstra’s and PF-A* given the same problem space.



To be more explicit, experimental results on the runtime shown in Figure 9, Figure 10, Figure 11 and Figure 12 meet our estimate that, for BiasSpan, its time complexity is mainly related to the size of problem space. Meanwhile, BiasSpan holds a runtime that outperforms most of the comparative methods for at least one logarithmic scale and is close to Best-First Search and Distance-A*.




5.3.3. Trade-Off between Profit and Cost


Accordingly, BiasSpan sacrifices some PF to secure the length of route; to be more precise, this trade-off is valued considering the pessimism about the error as well as the uncertainty in PF. Since the PF itself is an inferred value with RMSE as described in previous evaluations, even if the route-planning algorithm retains a solution with an outstanding PF, the exact efficacy for the route (solution) been deployed in real-world scenario rather than in this ideal evaluation scenario is referable yet uncertain.



In contrast, the criterion of length of route turns out to be much more reliable since there is less error in the cost for construction, maintenance, and fuel consumption between real-world scenario and our evaluation. Nonetheless, the evaluation still demonstrates the adaptability of our proposed BiasSpan in overall performance and the ability to deal with the trade-off between PF and length of route.



Despite the discussion of reliability and error in objectives, the concept of the hypervolume (HV) is adopted to evaluate the performance of methods under the multicriteria scenario. As the calculation of HV asks for a reference point with its performance worse than the nadir point in the original Pareto set for all objectives [96], and to better exemplify the analysis, the nondominated solutions from all solutions retained by different methods are illustrated in Figure 13, where both objectives, PF and inversed length, are normalized and to be maximized. The (0, 0) is then selected as the reference point for calculating HV, which thereafter makes HV to be maximized. The HV obtained by each method is listed in Table 5, where BiasSpan secures the best HV for overall solutions in both datasets.



To be more precise, the HV obtained by BiasSpan compared to other methods shows an intriguing trend where BiasSpan has a better performance in middle-scale to large-scale problem spaces in the Chicago dataset, but only retains a better result in a small-scale problem space in the Tainan dataset. Furthermore, IDDFS seems to achieve the best performance in HV in small-scale problem space in Chicago; however, the advantages fall to the Distance-A* and PF-A* for the best solutions in middle-scale and large-scale Tainan dataset, respectively. This phenomenon may be attributed to the nature of road network in the two cities, where a square structure may enhance a balance exploration in both benefit and cost for the BiasSpan. Explicitly, the distribution of spatial influence in features can be more effectively delivered from the stations to other vertices in the graph through this certain formation of connectivity. Nonetheless, the evaluation results in HV proves that the BiasSpan is able to secure the Pareto optimal under the concerns in the nature of objective itself.




5.3.4. Statistical Analysis for BiasSpan


For the statistical analysis of BiasSpan against other comparative methods, the one-way analysis of variance (ANOVA), two-way ANOVA, Fisher’s least significant difference (LSD), and Wilcoxon signed-rank tests are adopted with a significance level of 0.05.



The results for two-way ANOVA test for different methods and constraints towards unit PF performance are listed in Table 7. Meanwhile, the p-values in two-way ANOVA test for different methods towards all objectives are depicted in Table 8. To be more specific, the two-way ANOVA is based on the fitness function of unit PF in Table 7, and all targeted criteria (PF, length, unit PF) for Table 8. As the p-values demonstrated, it seems that there is a significant difference between the solutions generated by various methods and under different constrained settings. This result first supports the complexity as well as heterogeneity of the problem space, where different formations of constrained settings indeed affect the constitutions and performance of the possible solutions. Furthermore, it seems that the solutions generated by different methods have different efficacy between each other based on the reported results.



To better interpret the different efficacies among various algorithms, the one-way ANOVA test is applied based on the unit PF performance and its results are depicted in Table 9. Next, Fisher’s LSD test is applied to examine the cluster of different methods according to the performance towards unit PF. Based on the results of Fisher’s LSD test in Table 10, it seems that the unit PF obtained from BiasSpan is significantly better than those retrieved from other comparative methods. In other words, based on the fitness function of unit PF, BiasSpan is clustered on its own in the first-tier group for its performance in both datasets. On the other hand, Dijsktra’s and Distance-A* are both clustered in the second-tier group for their performance in both datasets, while IDDFS and Best-First are clustered in the last-tier group for both datasets. For the rest methods, BFS and PF-A* turns out vary between the second tier and last tier depending on the datasets. This can be credited to the stability of effective exploration in grids for the route-planning algorithm itself. For instance, the decisions made by Dijsktra’s and Distance-A* tend to be attracted by the expected minimized cost in length, which seems to be a more reliable and less nonmonotonic feature compared to the other criterion. In contrast, IDDFS and Best-First aim to retain a better estimated profit in PF; however, they risk falling into local optimal or failing to secure a smooth path, which, in turn, leads these two methods together a worse performance. Similarly, the characteristics of BFS and PF-A* also put some emphasis in searching for local optimal in the profit of PF, yet the cost is still considered in their mixed nature. This makes them fall in between these two types and end up with a mediocre position among all the tested algorithms.



To further investigate the performance BiasSpan, the Wilcoxon signed-rank test for BiasSpan against other comparative methods towards all objectives is conducted with the results listed in Table 11. As a non-parametric alternative to the paired t-test, it shows that for the objective of length of fitness function (unit PF), BiasSpan turns out to retain significantly better performance compared to all other methods in both datasets. It is worth mentioning that, since the objective of length is to be minimized, a larger amount of negative ranks indicates that BiasSpan obtains a solution with better performance in the criterion of length against its competitor. Although comparative methods such as BFS and PF-A* tend to retrieve a better performance in the objective of PF, especially in the Tainan dataset, the disadvantage is not that not significant according to the significance level as well as compared to its advantage in the other objective.



Meanwhile, despite the discussion of BiasSpan against other comparative methods, the p-values in Wilcoxon signed-rank test for all pairs of methods towards unit PF performance are shown in Table 12, in which the disadvantage where the targeted method has more negative ranks than positive ranks against comparative methods is noted as “D.A.”. This demonstrates a similar result to the Fisher’s LSD test recorded in Table 10; nonetheless, there are some differences between these two somewhat clustering results. Precisely, BiasSpan still holds a performance significantly outperforming other competitors; while Dijsktra’s and Distance-A* are still grouped in the second tier, though Dijsktra’s secures better results. The discrepancy seems to lie in the PF-A*. It seems that Dijsktra’s significantly surpasses PF-A* especially in Tainan dataset, for which Dijsktra’s and PF-A* are clustered in the middle tiers as listed in Table 10. Indeed, there is no significant difference among the unit PF performance achieved by BFS, PF-A*, IDDFS, and Best-First, though PF-A* slightly outperforms the other three methods.



Nevertheless, according to the reported analysis, BiasSpan successfully holds a performance significantly outperforming other comparative methods.




5.3.5. Summary


To conclude, BiasSpan ends up retaining the Pareto-optimal for route planning that connects must-visit sites and recommended ones. Furthermore, BiasSpan can suggest a solution in the scale of at most 10−1 s for cases under all tested problem spaces. Meanwhile, despite the complexity in the constraints, the evaluation result on the runtime meets our estimation that the time complexity for BiasSpan is mainly related to the size of the problem space. With evaluation in two real-world in-operation mass-transit system from Tainan (175 km2 for city centre only, 2192 km2 for suburbs and mountain area included) and Chicago (the area of Chicago CBD is 4.09 km2, and 606 km2 for the whole city of Chicago), the result makes us believe that BiasSpan is reliable for real-world scenarios.



Furthermore, according to the hypervolume (HV) and various statistical analysis towards BiasSpan against other comparative methods, a significant difference for the performance of BiasSpan over its competitors is demonstrated. Indeed, BiasSpan secures the Pareto optimal among all the candidates from comparative methods, and retrieves better solutions for at least 76% of all test cases in accordance to the optimization criteria; moreover, the overall performance for BiasSpan is close to the optimal solution generated by the brute-force method in small spaces where all combinations can be enumerated under the time constraint. Additionally, BiasSpan takes less time given a larger-scale input (>100 km2), and turns out to be a suitable approach for dealing with real-world scenarios (e.g., 175 to 2192 km2).






6. Conclusions


The BiasSpan method is proposed to solve the problem of nonmonotonic multicriteria constrained route planning. This paper puts more emphasis on the real-world application of deploying an additional mass-transit service for an in-operation mass-transit system based on various constraints, such as must-visit stations and limits for additional stations to be recommended. The evaluation is conducted on two in-operation mass-transit systems in Chicago and Tainan, where the results indicate that the BiasSpan effectively prevents the herding effect in the station recommendation stage by quantifying and neutralizing the relationship with in-operation services as well as the complex urban functionalities. Furthermore, BiasSpan turns out to retrieve solutions in a Pareto-optimal sense over comparative methods between profit under queried constraints (the expected passenger flow to be maximized, referring to the social welfare for the public) and expenditure of the route (the cost to be minimized, referring to the sustainability for the government), and runs one logarithmic-scale time span less than baselines or route planning algorithms.



The experiments show that the proposed BiasSpan method retains the Pareto optimal among comparative algorithms. Statistical analysis also demonstrates the significant difference in performance obtained by BiasSpan over its competitors. Moreover, BiasSpan takes at least one logarithmic-scale time span less in a real-world scale over other route planning methods. This characteristic allows BiasSpan to support and to provide quantitative analysis of an arbitrary route in a timely manner. Therefore, the future work for BiasSpan is three-fold: first, based on the multisource bidirectional spanning strategy, when merging trajectories, we can use the matching technique to optimize the serialization of the stations to achieve better PF performance; second, the concept of awareness could be applied in the Gaussian mixture model for modelling spatial influence; finally, synergies with other state-of-the-art nonmonotonic inference models could be taken into account while evaluating the reliability of the proposed BiasSpan method.
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Figure 1. System flow for solving the nonmonotonic multicriteria constrained route planning. 
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Figure 2. The schematic search space for connecting vertices based on Dijkstra’s algorithm (left), bidirectional search (middle), and BiasSpan (right). 
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Figure 3. Public transit networks for Tainan (left) and Chicago (right) on the same scale. 
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Figure 4. Pareto-efficient frontier and solutions under different area ranges in Chicago (left) and Tainan (right) dataset. All solutions for BiasSpan are located at (1, 1) and achieve the Pareto optimal. The illustrated Pareto-efficient frontier indicates that the solutions that are located on which retains no neighboring solutions that could obtain an improved satisfaction in certain criteria without losing in some other criteria (e.g., either length ratio or PF ratio for our evaluation criteria); that is, if there is no scope for further Pareto improvement, the solutions achieve the Pareto optimal among all candidates and constitute the Pareto-efficient frontier. 
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Figure 5. PF ratio (left) and length ratio (right) for methods under area range in Chicago dataset. 
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Figure 6. PF ratio (left) and length ratio (right) for methods under area range in Tainan dataset. 
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Figure 7. PF ratio (left) and length ratio (right) for methods under number of must-visit stations in Chicago dataset. 
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Figure 8. PF ratio (left) and length ratio (right) for methods under number of must-visit stations in Tainan dataset. 
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Figure 9. Unit PF ratio (left) and runtime (right) for different methods under area range in Chicago dataset. For methods with more than half failure cases, their performance would not be displayed. 
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Figure 10. Unit PF ratio (left) and runtime (right) for different methods under area range in Tainan dataset. For methods with more than half failure cases, their performance would not be displayed. 
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Figure 11. Unit PF ratio (left) and runtime (right) for different methods under number of must-visit stations in Chicago dataset. 
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Figure 12. Unit PF ratio (left) and runtime (right) for different methods under number of must-visit stations in Tainan dataset. 
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Figure 13. Examples of the nondominated solutions (Pareto frontier) among all generated solutions in PF and inversed length for Chicago (left) and Tainan (right) dataset. Where both objectives are normalized to the maximum value of 1, and are to be maximized. For the hypervolume calculation, the (0, 0) is selected as the reference point. 
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Table 1. Description for variables defined in the problem formulation.






Table 1. Description for variables defined in the problem formulation.











	Variable
	Description
	Variable
	Description





	A
	A range for planning.
	F( )
	The cost matrix associated with the edge.



	G
	A weighted, directed grid-like graph.
	PF( )
	The PF (profit) matrix associated with the route.



	E
	A set of edges (trajectories).
	S
	The set of stations.



	EA
	The set of edges located in area A.
	SM
	The set of must-visit stations.



	eij
	The edge-connecting node i and node j.
	SMi
	The must-visit station numbered i.



	V
	A set of nodes (grids).
	SR
	The set of recommended stations.



	VA
	The set of nodes located in area A.
	SRi
	The recommended station numbered i.



	vi
	The node i.
	R
	The number of recommended stations.



	V’
	A set of nodes (grids) as station candidates.
	L
	The maximum length for the route.



	R
	A route composed of stations and edges.
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Table 2. Size figures for our input instances.






Table 2. Size figures for our input instances.





	
Instance\Dataset

	
Tainan

	
Chicago






	
Bus data

	
Existing routes

	
104

	
139




	
Existing stations

	
6575

	
11,592




	
Ticket records

	
14,336,226

	
231,196,847




	
Period

	
1 January 2017–31 December 2017

	
1 November 2017–30 October 2018




	
Gridization

	
Grids (0.1 km × 0.1 km)

	
505,296

	
330,335




	
Features

	
POI

	
8734

	
21,889




	
Bike trips (for human mobility)

	
139,478

	
N/A




	
Taxi trips (for human mobility)

	
N/A

	
68,461,612




	
Road nodes

	
237,866

	
390,509




	
Road edges

	
414,409

	
560,810




	
Census blocks (for population)

	
14,730

	
46,293
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Table 3. Boundaries for the grid and grid-like graph in Tainan and Chicago.






Table 3. Boundaries for the grid and grid-like graph in Tainan and Chicago.





	
City

	
Tainan

	
Chicago




	
Projection

	
EPSG:3857

	
EPSG:4326

	
EPSG:3857

	
EPSG:4326






	
Upper bound

	
2,685,908.464

	
23.4448777

	
5,173,573.713

	
42.08402107




	
Lower bound

	
2,616,308.464

	
22.8700296

	
5,106,973.713

	
41.63844856




	
Right bound

	
13,433,041.310

	
120.6710632

	
9,742,334.669

	
87.51688136




	
Left bound

	
13,360,441.310

	
120.0188863

	
9,791,934.669

	
87.96244574











[image: Table] 





Table 4. Performance for unit PF (to be maximized), PF (to be maximized), length (to be minimized), and runtime in mean and standard deviation of solutions derived from each method under different datasets and area ranges (small for <10 km2; middle for 10~100 km2; large for >100 km2).






Table 4. Performance for unit PF (to be maximized), PF (to be maximized), length (to be minimized), and runtime in mean and standard deviation of solutions derived from each method under different datasets and area ranges (small for <10 km2; middle for 10~100 km2; large for >100 km2).





	
Instance\Method

	
BiasSpan

	
Dijkstrta’s

	
BFS

	
IDDFS

	
Best-First

	
Distance-A*

	
PF-A*




	
City

	
Area

	
Indicator






	
Chicago

	
Overall

	
Unit PF

	
0.25 ± 0.31

	
0.16 ± 0.24

	
0.09 ± 0.17

	
0.09 ± 0.18

	
0.08 ± 0.15

	
0.15 ± 0.23

	
0.10 ± 0.18




	
PF

	
2.12 ± 3.36

	
2.67 ± 5.19

	
3.48 ± 7.61

	
3.38 ± 7.30

	
2.32 ± 4.05

	
2.74 ± 5.43

	
2.34 ± 4.11




	
Length

	
15.10 ± 12.72

	
39.21 ± 44.55

	
98.37 ± 113.16

	
132.64 ± 183.12

	
92.09 ± 107.54

	
40.59 ± 45.98

	
82.48 ± 104.16




	
Runtime

	
10.78 ± 30.46

	
198.06 ± 387.53

	
93.92 ± 120.88

	
9792.84 ± 3.0 × 104

	
158.74 ± 269.83

	
94.17 ± 155.97

	
271.98 ± 558.73




	
Small

	
Unit PF

	
0.56 ± 0.39

	
0.36 ± 0.33

	
0.24 ± 0.26

	
0.26 ± 0.28

	
0.22 ± 0.23

	
0.36 ± 0.32

	
0.26 ± 0.27




	
PF

	
0.91 ± 0.35

	
0.91 ± 0.35

	
0.91 ± 0.35

	
0.91 ± 0.35

	
0.91 ± 0.35

	
0.91 ± 0.35

	
0.91 ± 0.35




	
Length

	
2.33 ± 1.44

	
5.14 ± 5.19

	
8.53 ± 7.88

	
8.18 ± 7.96

	
9.23 ± 9.52

	
5.17 ± 5.15

	
7.26 ± 7.13




	
Runtime

	
1.50 ± 0.26

	
10.60 ± 3.74

	
10.09 ± 3.51

	
11.75 ± 5.06

	
11.02 ± 4.50

	
10.43 ± 3.77

	
10.91 ± 4.47




	
Middle

	
Unit PF

	
0.16 ± 0.19

	
0.09 ± 0.14

	
0.04 ± 0.08

	
0.04 ± 0.06

	
0.03 ± 0.06

	
0.08 ± 0.12

	
0.04 ± 0.08




	
PF

	
1.94 ± 2.60

	
2.28 ± 3.78

	
2.77 ± 5.36

	
2.74 ± 5.33

	
2.08 ± 3.09

	
2.29 ± 3.72

	
2.15 ± 3.32




	
Length

	
14.22 ± 6.72

	
36.38 ± 28.14

	
88.56 ± 69.11

	
106.35 ± 87.45

	
94.72 ± 66.09

	
37.44 ± 28.44

	
80.01 ± 54.41




	
Runtime

	
5.55 ± 3.45

	
88.34 ± 71.11

	
66.71 ± 40.85

	
1390.57 ± 2.1 × 103

	
101.87 ± 63.18

	
55.44 ± 36.19

	
141.23 ± 109.75




	
Large

	
Unit PF

	
0.14 ± 0.21

	
0.09 ± 0.15

	
0.05 ± 0.08

	
0.04 ± 0.08

	
0.04 ± 0.06

	
0.08 ± 0.12

	
0.04 ± 0.06




	
PF

	
4.28 ± 5.76

	
6.18 ± 9.15

	
9.05 ± 13.45

	
8.57 ± 12.74

	
4.89 ± 6.99

	
6.54 ± 9.81

	
4.85 ± 6.92




	
Length

	
34.78 ± 10.84

	
93.14 ± 60.75

	
247.59 ± 143.38

	
377.47 ± 270.44

	
194.69 ± 169.58

	
97.24 ± 62.46

	
190.19 ± 168.51




	
Runtime

	
38.85 ± 62.68

	
777.19 ± 606.13

	
287.31 ± 154.63

	
4.8 × 104 ± 5.6 × 104

	
526.29 ± 449.92

	
321.99 ± 245.04

	
1012.30 ± 968.80




	
Tainan

	
Overall

	
Unit PF

	
0.08 ± 0.15

	
0.05 ± 0.10

	
0.04 ± 0.09

	
0.03 ± 0.08

	
0.03 ± 0.09

	
0.04 ± 0.10

	
0.04 ± 0.09




	
PF

	
0.25 ± 0.04

	
0.26 ± 0.06

	
0.26 ± 0.07

	
0.27 ± 0.08

	
0.25 ± 0.04

	
0.26 ± 0.06

	
0.25 ± 0.04




	
Length

	
18.40 ± 18.95

	
47.03 ± 51.53

	
85.68 ± 96.02

	
122.39 ± 160.31

	
100.40 ± 114.80

	
49.01 ± 53.38

	
91.84 ± 107.23




	
Runtime

	
7.57 ± 11.57

	
103.87 ± 172.85

	
74.98 ± 91.16

	
3625.33 ± 8.3 × 103

	
151.76 ± 233.04

	
77.46 ± 123.33

	
106.24 ± 137.43




	
Small

	
Unit PF

	
0.24 ± 0.19

	
0.14 ± 0.14

	
0.12 ± 0.15

	
0.11 ± 0.12

	
0.10 ± 0.14

	
0.13 ± 0.14

	
0.11 ± 0.14




	
PF

	
0.22 ± 2.8 × 10−3

	
0.22 ± 6.1 × 10−4

	
0.22 ± 6.1 × 10−4

	
0.22 ± 6.1 × 10−4

	
0.22 ± 6.1 × 10−4

	
0.23 ± 7.7 × 10−3

	
0.22 ± 6.1 × 10−4




	
Length

	
1.92 ± 1.54

	
4.56 ± 4.90

	
7.11 ± 7.50

	
7.13 ± 8.55

	
8.14 ± 7.53

	
4.52 ± 3.92

	
6.60 ± 5.53




	
Runtime

	
0.94 ± 0.51

	
4.68 ± 2.19

	
4.79 ± 2.71

	
7.44 ± 3.54

	
5.43 ± 3.23

	
4.96 ± 2.70

	
5.68 ± 3.41




	
Middle

	
Unit PF

	
0.02 ± 0.01

	
0.01 ± 0.01

	
5.2 × 10−3 ± 3.7 × 10−3

	
3.6 × 10−3 ± 2.6 × 10−3

	
3.9 × 10−3 ± 3.2 × 10−3

	
8.0 × 10−3 ± 4.8 × 10−3

	
4.4 × 10−3 ± 3.8 × 10−3




	
PF

	
0.25 ± 0.04

	
0.26 ± 0.05

	
0.27 ± 0.06

	
0.28 ± 0.07

	
0.26 ± 0.04

	
0.26 ± 0.05

	
0.26 ± 0.04




	
Length

	
17.70 ± 8.25

	
48.64 ± 37.37

	
87.04 ± 71.63

	
117.40 ± 74.56

	
110.66 ± 70.85

	
48.27 ± 33.19

	
98.83 ± 66.85




	
Runtime

	
4.95 ± 3.23

	
72.36 ± 57.11

	
62.19 ± 41.38

	
1294.13 ± 1.9 × 103

	
115.71 ± 64.87

	
50.62 ± 34.34

	
87.36 ± 46.36




	
Large

	
Unit PF

	
7.1 × 10−3 ± 3.3 × 10−3

	
3.6 × 10−3 ± 2.3 × 10−3

	
2.1 × 10−3 ± 1.5 × 10−3

	
2.0 × 10−3 ± 1.8 × 10−3

	
2.4 × 10−3 ± 2.1 × 10−3

	
3.2 × 10−3 ± 2.1 × 10−3

	
2.4 × 10−3 ± 2.1 × 10−3




	
PF

	
0.27 ± 0.05

	
0.29 ± 0.08

	
0.32 ± 0.10

	
0.33 ± 0.10

	
0.28 ± 0.06

	
0.30 ± 0.08

	
0.28 ± 0.06




	
Length

	
47.95 ± 22.34

	
113.02 ± 58.71

	
212.53 ± 101.88

	
329.43 ± 252.49

	
223.36 ± 172.93

	
125.35 ± 60.73

	
212.93 ± 157.40




	
Runtime

	
26.48 ± 16.60

	
363.74 ± 269.45

	
230.32 ± 95.46

	
1.7×104 ± 1.3×104

	
503.83 ± 362.70

	
278.79 ± 176.58

	
330.48 ± 179.88
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Table 5. Hypervolume (HV) obtained by each method under different datasets and area ranges.






Table 5. Hypervolume (HV) obtained by each method under different datasets and area ranges.





	
Instance\Method

	
BiasSpan

	
Dijkstrta’s

	
BFS

	
IDDFS

	
Best-First

	
Distance-A*

	
PF-A*




	
City

	
Area






	
Chicago

	
Overall

	
0.107014

	
0.088183

	
0.045771

	
0.067346

	
0.057848

	
0.066998

	
0.076158




	
Small

	
0.436986

	
0.549837

	
0.404202

	
0.675657

	
0.367308

	
0.541177

	
0.452289




	
Middle

	
0.624969

	
0.408880

	
0.302886

	
0.383707

	
0.343325

	
0.289418

	
0.475395




	
Large

	
0.926956

	
0.663704

	
0.835865

	
0.636061

	
0.614135

	
0.464512

	
0.613291




	
Tainan

	
Overall

	
0.646061

	
0.493045

	
0.442171

	
0.443477

	
0.573544

	
0.485285

	
0.575067




	
Small

	
0.997011

	
0.996559

	
0.995518

	
0.995249

	
0.995512

	
0.867559

	
0.995548




	
Middle

	
0.866878

	
0.753219

	
0.672815

	
0.733803

	
0.785875

	
0.875773

	
0.782592




	
Large

	
0.972058

	
0.819815

	
0.967445

	
0.863522

	
0.985707

	
0.895531

	
0.985480
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Table 6. Probability for BiasSpan to retrieve a better solution (higher unit PF, higher PF, shorter length) in all test cases compared to other methods.






Table 6. Probability for BiasSpan to retrieve a better solution (higher unit PF, higher PF, shorter length) in all test cases compared to other methods.





	
Instance\Comparative

	
Dijkstrta’s

	
BFS

	
IDDFS

	
Best-First

	
Distance-A*

	
PF-A*






	
Chicago

	
Unit PF

	
76.25%

	
98.91%

	
97.66%

	
99.69%

	
78.59%

	
98.75%




	
PF

	
57.19%

	
59.22%

	
60.16%

	
61.41%

	
56.56%

	
63.91%




	
Length

	
77.03%

	
99.38%

	
98.28%

	
99.84%

	
79.53%

	
98.91%




	
Tainan

	
Unit PF

	
89.11%

	
100.00%

	
99.01%

	
100.00%

	
94.06%

	
100.00%




	
PF

	
39.60%

	
36.63%

	
37.62%

	
51.49%

	
40.59%

	
47.52%




	
Length

	
89.33%

	
100.00%

	
99.21%

	
100.00%

	
94.12%

	
100.00%
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Table 7. Two-way ANOVA test for different methods and constraints towards unit PF performance.
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City

	
Source

	
DF

	
SS

	
MS

	
F-Value

	
p-Value






	
Chicago

	
Method

	
6

	
0.361537984

	
0.060256331

	
33.77470726

	
4.77 × 10−21




	
Area

	
15

	
2.021735304

	
0.134782354

	
75.54782186

	
3.09 × 10−44




	
Error

	
90

	
0.160566003

	
0.001784067

	

	




	
Total

	
111

	
2.543839291

	

	

	




	
Method

	
6

	
0.240735177

	
0.040122529

	
23.67341257

	
1.00 × 10−14




	
Station

	
11

	
0.318606133

	
0.028964194

	
17.08968306

	
2.44 × 10−15




	
Error

	
66

	
0.111859114

	
0.001694835

	

	




	
Total

	
83

	
0.671200423

	

	

	




	
Tainan

	
Method

	
6

	
0.016672738

	
0.002778790

	
5.828486175

	
3.64 × 10−5




	
Area

	
15

	
0.411747878

	
0.027449859

	
57.57582978

	
1.96 × 10−39




	
Error

	
90

	
0.042908409

	
0.000476760

	

	




	
Total

	
111

	
0.471329025

	

	

	




	
Method

	
6

	
0.006929104

	
0.001154851

	
58.45235695

	
1.66 × 10−24




	
Station

	
11

	
0.003567283

	
0.000324298

	
16.41425121

	
6.22 × 10−15




	
Error

	
66

	
0.001303970

	
1.98 × 10−5

	

	




	
Total

	
83

	
0.011800358
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Table 8. p-Values in two-way ANOVA test for different methods towards all objectives.
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City

	
Source

	
DF

	
Unit PF

	
PF

	
Length






	
Chicago

	
Method

	
6

	
4.77 × 10−21

	
3.27 × 10−5

	
2.10 × 10−10




	
Area

	
15

	
3.09 × 10−44

	
1.11 × 10−35

	
1.10 × 10−17




	
Method

	
6

	
1.00 × 10−14

	
1.48 × 10−7

	
2.46 × 10−17




	
Station

	
11

	
2.44 × 10−15

	
7.34 × 10−80

	
5.45 × 10−13




	
Tainan

	
Method

	
6

	
3.64 × 10−5

	
1.56 × 10−6

	
1.43 × 10−12




	
Area

	
15

	
1.96 × 10−39

	
6.48 × 10−43

	
2.13 × 10−23




	
Method

	
6

	
1.66 × 10−24

	
0.07 × 10−2

	
3.50 × 10−16




	
Station

	
11

	
6.22 × 10−15

	
1.11 × 10−34

	
3.34 × 10−10
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Table 9. One-way ANOVA test for different methods and constraints towards unit PF performance.






Table 9. One-way ANOVA test for different methods and constraints towards unit PF performance.





	
City

	
Source

	
DF

	
SS

	
MS

	
F-Value

	
p-Value






	
Chicago

	
Method

	
6

	
1.203675884

	
0.200612647

	
21.56892294

	
4.55 × 10−22




	
Error

	
413

	
3.841314821

	
0.009301004

	

	




	
Total

	
419

	
5.044990705

	

	

	




	
Tainan

	
Method

	
6

	
0.034645522

	
0.005774254

	
32.96143117

	
1.88 × 10−32




	
Error

	
413

	
0.072350218

	
0.000175182

	

	




	
Total

	
419

	
0.106995740
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Table 10. Fisher’s LSD test based on one-way ANOVA.






Table 10. Fisher’s LSD test based on one-way ANOVA.





	
City

	
LSD

	
Indicator

	
BiasSpan

	
Dijkstrta’s

	
BFS

	
IDDFS

	
Best-First

	
Distance-A*

	
PF-A*






	
Chicago

	
0.03461

	
Mean

	
0.25280

	
0.15798

	
0.09373

	
0.09114

	
0.08128

	
0.15277

	
0.09747




	
Std.

	
0.31434

	
0.23687

	
0.16829

	
0.17891

	
0.14793

	
0.22618

	
0.17577




	
Grouping

	
A

	
B

	
C

	
C

	
C

	
B

	
C




	
Tainan

	
0.00475

	
Mean

	
0.08129

	
0.04597

	
0.03702

	
0.03378

	
0.03255

	
0.04262

	
0.03597




	
Std.

	
0.14666

	
0.09651

	
0.09355

	
0.07890

	
0.08870

	
0.09504

	
0.09162




	
Grouping

	
A

	
B

	
C

	
D

	
D

	
B

	
C
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Table 11. Wilcoxon signed-rank test for BiasSpan against different methods towards all objectives.
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	City
	Objective
	Indicator
	Dijkstra
	BFS
	IDDFS
	Best-First
	Distance-A*
	PF-A*





	Chicago
	Unit PF
	p-value
	6.07 × 10−6
	8.67 × 10−19
	8.67 × 10−19
	8.67 × 10−19
	2.60 × 10−9
	8.67 × 10−19



	
	
	Positive ranks
	47
	60
	60
	60
	52
	60



	
	
	Negative ranks
	13
	0
	0
	0
	8
	0



	
	PF
	p-value
	0.1225
	0.0031
	0.0067
	0.0259
	0.1831
	0.0462



	
	
	Positive ranks
	35
	41
	40
	38
	34
	37



	
	
	Negative ranks
	24
	19
	20
	22
	25
	23



	
	Length
	p-value
	6.07 × 10−6
	8.67 × 10−19
	8.67 × 10−19
	8.67 × 10−19
	2.60 × 10−9
	8.67 × 10−19



	
	
	Positive ranks
	13
	0
	0
	0
	8
	0



	
	
	Negative ranks
	47
	60
	60
	60
	52
	60



	Tainan
	Unit PF
	p-value
	0.0031
	8.67 × 10−19
	8.67 × 10−19
	8.67 × 10−19
	8.08 × 10−8
	8.67 × 10−19



	
	
	Positive ranks
	41
	60
	60
	60
	50
	60



	
	
	Negative ranks
	18
	0
	0
	0
	10
	0



	
	PF
	p-value
	0.2595
	0.0005
	0.0259
	0.0259
	0.0775
	0.0031



	
	
	Positive ranks
	27
	17
	22
	22
	24
	19



	
	
	Negative ranks
	29
	41
	36
	36
	33
	39



	
	Length
	p-value
	0.0031
	8.67 × 10−19
	8.67 × 10−19
	8.67 × 10−19
	8.08 × 10−8
	8.67 × 10−19



	
	
	Positive ranks
	18
	0
	0
	0
	10
	0



	
	
	Negative ranks
	41
	60
	60
	60
	50
	60
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Table 12. p-Values in Wilcoxon signed-rank test for all pairs of methods towards unit PF performance. Where “N.A.” refers to incompatibility since the algorithm cannot be compared to itself; and “D.A.” refers to the disadvantage where the targeted method has more negative ranks than positive ranks when been analyzed with the comparative method.






Table 12. p-Values in Wilcoxon signed-rank test for all pairs of methods towards unit PF performance. Where “N.A.” refers to incompatibility since the algorithm cannot be compared to itself; and “D.A.” refers to the disadvantage where the targeted method has more negative ranks than positive ranks when been analyzed with the comparative method.





	
City

	
Method

	
Comparative Method




	
BiasSpan

	
Dijkstra

	
BFS

	
IDDFS

	
Best-First

	
Distance-A*

	
PF-A*






	
Chicago

	
BiasSpan

	
N.A.

	
6.07× 10−6

	
8.67× 10−19

	
8.67× 10−19

	
8.67× 10−19

	
2.60× 10−9

	
8.67× 10−19




	

	
Dijkstra

	
D.A.

	
N.A.

	
4.86 × 10−11

	
1.54 × 10−8

	
1.54 × 10−8

	
1.59 × 10−6

	
6.73 × 10−5




	

	
BFS

	
D.A.

	
D.A.

	
N.A.

	
0.5513

	
0.4487

	
D.A.

	
D.A.




	

	
IDDFS

	
D.A.

	
D.A.

	
D.A.

	
N.A.

	
0.0775

	
D.A.

	
D.A.




	

	
BestFirst

	
D.A.

	
D.A.

	
D.A.

	
D.A.

	
N.A.

	
D.A.

	
D.A.




	

	
Distance-A*

	
D.A.

	
D.A.

	
3.84 × 10−10

	
1.54 × 10−8

	
6.07 × 10−6

	
N.A.

	
0.0002




	

	
PF-A*

	
D.A.

	
D.A.

	
0.0067

	
0.0259

	
0.0002

	
D.A.

	
N.A.




	
Tainan

	
BiasSpan

	
N.A.

	
0.0031

	
8.67× 10−19

	
8.67× 10−19

	
8.67× 10−19

	
8.08× 10−8

	
8.67× 10−19




	

	
Dijkstra

	
D.A.

	
N.A.

	
5.19 × 10−12

	
4.54 × 10−13

	
5.19 × 10−12

	
0.0005

	
2.60 × 10−9




	

	
BFS

	
D.A.

	
D.A.

	
N.A.

	
0.0259

	
0.3494

	
D.A.

	
0.1225




	

	
IDDFS

	
D.A.

	
D.A.

	
D.A.

	
N.A.

	
D.A.

	
D.A.

	
D.A.




	

	
BestFirst

	
D.A.

	
D.A.

	
D.A.

	
0.0462

	
N.A.

	
D.A.

	
D.A.




	

	
Distance-A*

	
D.A.

	
D.A.

	
1.54 × 10−8

	
1.59 × 10−6

	
8.08 × 10−8

	
N.A.

	
8.08 × 10−8




	

	
PF-A*

	
D.A.

	
D.A.

	
D.A.

	
0.1225

	
0.0031

	
D.A.

	
N.A.
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