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Abstract: In this work, a photovoltaic (PV) system integrated with a non-inverting DC-DC buck-boost
converter to extract maximum power under varying environmental conditions such as irradiance
and temperature is considered. In order to extract maximum power (via maximum power transfer
theorem), a robust nonlinear arbitrary order sliding mode-based control is designed for tracking the
desired reference, which is generated via feed forward neural networks (FFNN). The proposed control
law utilizes some states of the system, which are estimated via the use of a high gain differentiator
and a famous flatness property of nonlinear systems. This synthetic control strategy is named neuro-
adaptive arbitrary order sliding mode control (NAAOSMC). The overall closed-loop stability is
discussed in detail and simulations are carried out in Simulink environment of MATLAB to endorse
effectiveness of the developed synthetic control strategy. Finally, comparison of the developed
controller with the backstepping controller is done, which ensures the performance in terms of
maximum power extraction, steady-state error and more robustness against sudden variations in
atmospheric conditions.

Keywords: arbitrary-order sliding-mode control; closed-loop stability; feed-forward neural network;
high-gain differentiator; maximum power extraction; photovoltaic system

1. Introduction

Entire world electricity demand is rising continuously, which motivates the researchers
to focus on those energy resources which are efficient, environment-friendly and cost-
effective [1]. So far, fossil fuels are considered the major contributor to fulfilling the needs of
energy in the world. However, they have some harmful impacts on the environment, which
will cause greenhouse effects and global warming. Therefore, to overcome these limitations,
it is necessary to exploit energy resources that emit low carbon than fossil fuels [2,3].
The photovoltaic (PV) based generation is a very suitable choice among the resources
described above because of its environment-friendly nature. Moreover, it is free having low
maintenance cost [4]. The use of PV panels in the energy sector is growing rapidly with
an increase of 30% per year [5]. These PV systems are used, so far, in grid-connected and
standalone systems [6]. The PV system portrays nonlinear electrical characteristics, which
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depend entirely on atmospheric conditions like solar irradiance [7] and temperature [8].
Variation in these factors changes the power produced from the PV module [9].

Numerous techniques in literature is developed for maximum power extraction from
solar system. These techniques are of two types. First is conventional maximum power
point tracking (MPPT) algorithms like Perturb and observe (P&O) [10,11] and Incremental
Conductance (INC) [12] are mainly used for maximum power extraction from the PV
system. In the P&O algorithm, the power difference at different levels of the applied
voltage is checked. The applied voltage is perturbed and a change in power is observed. In
the perturbation, the increase in power is evaluated with increase/decrease in voltage [13].
Although this is a simple and inexpensive method, however, it has the oscillatory voltage
around the point of maximum power extraction rather than steadily staying on it, which
is the shortcoming of this method. In the INC method, variation in power with respect
to applied voltage is checked, which is denoted by (dP/dV). When dP/dV = 0, it means
maximum power is extracted. Based on this, the maximum power is calculated in [14]
by comparing the incremental conductance denoted by (dI/dV) to the instantaneous
conductance expressed by (I/V). In this method, maximum power is extracted with
minimum oscillation compare to the P&O process. Still, the main disadvantage of this
technique is that it consums more time to reach MPP at some atmospheric conditions [15].
Other conventional techniques reported in the literature are open-circuit voltage (OCV)
and short circuit current (SSC) techniques. These techniques are widely used for maximum
power extraction because of their inexpensive and straightforward nature. However, these
techniques remain ineffective under faster varying environmental conditions [16–18].

In the class of bio-inspired techniques, artificial bee colony [19], particle swarm opti-
mization [20], cuckoo search algorithm [21] and genetic algorithms [22] are commonly used
techniques for extraction of maximum power from solar system. These algorithms follow
a same scheme or procedure to attain optimization. In the initial step, a population of
particles or individuals is produced in the area where the solution exists. These individuals
are then randomly initialized to interact with other ones to generate their off springs or
new states. The useful solution is obtained by comparing the off springs with their parents
via a cost function and the one with good performance than other transforms the new
generation. The possibility of attaining the MPP is very good using these techniques as the
first population is randomly produced. They show low converging time as compared to
the conventional techniques. Moreover, the developed controller effectively controls the
system’s nonlinearities, making it suitable for resolving the MPPT problem, more often in
partial shading conditions. Several parameters like crossover rate, mutation rate, size of
the population, chromosome selection are needed in these techniques whose estimation is
itself a difficult task. Under abruptly changing atmospheric conditions, these parameters
are adjusted with time to track the MPP, otherwise tracking becomes difficult.

Artificial intelligence (AI) based algorithms for maximum power extraction include
Artificial Neural Networks (ANN) [23] and Fuzzy Logic Controllers (FLC) [24,25]. These
algorithms have advantages like self-learning capabilities, operating with variable inputs
and self-converging ability. In the start, the ANN-based method requires a training data
set to train the output-input relation, but when it develops, it becomes efficient and robust
under abruptly changing input parameters. This method of extracting maximum power has
fast-tracking speed and low computation requirement, but they require a large memory size
and training to track MPP. In contrast, FLCs do not require mathematical modeling of the
system and can handle the system’s nonlinear behavior [26,27]. However, its performance
and working depends upon the technical information of designer and rule-based tables for
tracking and consequently, large memory size in needed.

Different non-linear control techniques are proposed in literature for extraction of
maximum power from a PV module like nonlinear backstepping [28] and robust integral
backstepping [29]. Backstepping controller is very efficient, but its performance depends
on the modeling of a nonlinear system. The system is subjected to variation in time, so
the equations use to model the system may vary. Hence the performance of the controller
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can be affected. The integral backstepping controller has been found robust and effec-
tive in maximum power extraction under abruptly changing meteorological conditions.
However, a significant overshoot and steady-state error have been witnessed during the
implementation of this controller. Pros and cons of developed and existing techniques
are summarized in Table 1. Main challenge that is faced during the implementation of
the controller is that the tracking error is needed to converge to zero under the settling
time. Moreover, the nonlinear behavior of the PV system is also the major challenge under
changing environmental conditions. To resolve the problems state-above, an adaptive
nonlinear Sliding Mode Control (SMC) based method is presented, which is insensitive to
parameter uncertainties, and internal/external disturbances [30].

Table 1. Explanatory list of the existing control techniques.

Techniques Advantages Disadvantages

Conventional Simple and inexpensive

Oscillatory voltage around
the point of maximum power.
Time to reach the MPP might
be slow under
changing conditions.

Bio-inspired

They show low converging
time compared to
conventional techniques. To
resolve the MPPT problems,
they are effective in
controlling the system’s
non-linearities

These techniques need many
parameters, such as
crossover rate, mutation size
and chromosome selection,
whose estimation is difficult.

Artificial
Intelligence (AI)

These techniques have fast
tracking speed and low
computation requirement.

 Require a large memory
size and need more time of
training to track MPP.

Nonlinear Controllers

 These techniques are
efficient in tracking of MPP.
They are robust in extracting
maximum power under
changing atmospheric
conditions.

When implementing these
techniques, a significant
overshoot and steady-state
error has been observed.

In this study, a nonlinear arbitrary order SMC scheme is proposed to collect maximum
power from a PV system using DC-DC buck-boost converter. This strategy is illustrated
in the Figure 1. With detailed analysis of the overall closed-loop stability, Feed Forward
Neural Network (FFNN) is designed to generate peak the desired voltage that is tracked
by the proposed control law. In addition, the high gain differentiator is used to observe
the system’s states, which are utilized by the proposed control algorithm. Results validate
the applicability of the developed model for control law in terms of maximum power
extraction, steady-state error, and robustness against abrupt variations in atmospheric
conditions compared to the conventional MPPT methods. The proposed control strategy
finds potential in power applications of PV where one may have PV output from a system
with unknown nonlinear dynamics. The proposed control strategy finds potential in power
applications of PV where one may have PV output from a system with unknown nonlinear
dynamics. The rest of the manuscript is presented in the following structure. In Section 2, an
equivalent mathematical model of a PV system is given. Afterward, the detailed modeling
of the DC-DC buck-boost converter is provided in Section 3. Section 4 derives the control
algorithm for changing duty cycle of buck-boost topology of converter to ensure maximum
power extraction. The simulations results are compared with the standered literature results
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in Section 5, which endorses robustness of the developed controller. At last, concluding
remarks of this work are presented in Section 6.

Figure 1. Proposed control methodology.

2. PV System Modeling

A PV system consists of modules that are connected in parallel and series. PV modules
are the basic building blocks of a PV system, consisting of a series and parallel combination
of PV cells. In general, a single diode model is used for modelling and simulation of a PV
system [31,32]. This model is composed of a series resistance Rs, a shunt resistance Rsh, a
diode D, and a current source Iph (see Figure 2) [33].

Figure 2. Single diode model of PV system.

PV system Ipv represents output current, which is mathematically modeled as

Ipv = Np Iph − Id − Ish (1)

where Ish is the current going through the shunt resistance, Id is the current travelling
through the diode, Np is the number of parallel linked cells, and Iph is the source current,
which is temperature and irradiance dependent.

Iph =

(
G

Gre f

)
[Isc + K(T − Tre f )] (2)

In the above expression, T signifies temperature, K denotes temperature coefficient, G
denotes solar irradiance, and Isc denotes short circuit current at standard solar irradiance
Gre f and temperature Tre f . Shockley’s model may be used to obtain the expression for
diode current, as shown below.

Id = IrsNp

[
exp
(

Vd
nVt

)
− 1
]

(3)
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where n is the ideality factor of the diode, Irs is the reverse saturation current of the diode,
and Vt is the thermal voltage provided by

Vt =

(
kT
q

)
(4)

where q is the electron charge, T is the temperature and k = 1.38× 10−23 J is the Boltzmann’s
constant. The voltage across diode Vd is

Vd =

(
Vpv + IpvRs

Ns

)
(5)

where Vpv denotes the array output voltage, Ns denotes the number of series-connected
cells, and Rs is the series resistance. Incorporating (4) and (5) in (3), the expression for diode
current becomes

Id = IrsNp

[
exp
(

q(Vpv + IpvRs)

nkNsT

)
− 1
]

(6)

The current through shunt resistance can be mathematically expressed as

Ish =

(
Vpv + IpvRs

Rsh

)
(7)

Considering (2), (6) and (7), the output current of PV system can be expressed as

Ipv =

(
G

Gre f

)
[Isc + K(T − Tre f )]Np − IrsNp

[
exp
(

q(Vpv + IpvRs)

nkNsT

)
− 1
]

−
(

Vpv + IpvRs

Rsh

) (8)

The PV system curves like P-V and I-V are shown in Figures 3 and 4 under varying
irradiance and temperature.

Figure 3. Characteristic curves of P-V and I-V under varying temperature.
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Figure 4. Characteristic curves of P-V and I-V under varying irradiance.

We have modeled the current of the PV system in (8). The non-inverted DC-DC
buck-boost topology converter detailed modeling is discussed in subsequent section.

3. Modeling of Non-Inverted DC-DC Buck-Boost Topology of Converter

DC-DC converters are normally used to change the current and voltage level provided
by photo voltaic modules that is required by electrical loads [34–36]. The non-inverted
DC-DC buck-boost topology of converter [37,38] increase/decrease the output voltage of
the PV system in order to get the maximum power point voltage Vmpp. To operate the
system at Vmpp, the converter is controlled periodically by changing its duty cycle with the
help of controller proposed in the existing literature. The duty cycle of DC-DC converter is
defined as u = ton/T, where T = ton + to f f shows the total converter time period. Figure 5
depicts converter topology.

Figure 5. Non-inverted buck boost converter topology.

In Figure 5, Vpv represents the input voltage coming from PV system [39]. The input
capacitor C1 is used for limiting the ripples in input voltage of converters. On the other
hand, output capacitor C2 limits the ripples in the converter’s output voltage. D1&D2
are diodes and S1&S2 are Insulated Gate Bipolar Transistors (IGBT) switches. R and L
represent the resistor and the inductor of converter, respectively [40]. Before moving into
further developments of the converter, the following assumptions are made.

• Diodes and switches are considered ideal, i.e., losses are negligible.
• Converter operation is considered in continuous conduction mode (CCM).
• CCM have two switching intervals in the. The assumption for the first interval is that

two switches are turned on, diodes are operating in reverse biased, and the inductor
is charging from PV voltage.



Appl. Sci. 2022, 12, 2773 7 of 20

Complete discussion of both switching interval is as follows. Applying Kirchoff’s laws
for the first switching interval, the state space equations can be derived as

dVpv
dt
diL
dt

dVC2
dt

 =

 0 − 1
C1

0
1
L 0 0
0 0 − 1

RLC2


 Vpv

iL
VC2

+


ipv
C1
0
0

 (9)

Similarly, apply Kirchoff’s laws to find second switching interval using he state space
equations, where the load is taken current from the inductor, the diodes are operated in
forward biased and both the switches are turned off. The state space equation for this
interval is as follows

dVpv
dt
diL
dt

dVC2
dt

 =

 0 0 0
0 0 − 1

L
0 1

C2
− 1

RLC2

 Vpv
iL

VC2

+


ipv
C1
0
0

 (10)

The mathematical expression for both switching intervals of non-inverted buck boost
topology converter having a resistive load can be presented using the principles of capacitor
charge balance and inductor volt-second balance as follows

dVpv
dt
diL
dt

dVC2
dt

 =

 0 − µ
C1

0
µ
L 0 µ

L −
1
L

0 1
C2
− µ

C2
− 1

RLC2


 Vpv

iL
VC2

+


ipv
C1
0
0

 (11)

The output load voltage VR of non-inverted DC-DC buck boost topology converter is
computed as

VR =
µ

1− µ
Vpv (12)

Considering the ideal power transfer Ppv = PR and eliminating the losses, the relation-
ship between output impedance R and the input impedance Rpv is computed using (13)

Rpv = (
1− µ

µ
)2R (13)

Assuming the average values for Vpv, iL, VC2 and µ as x1, x2, x3 and u, respectively,
the final state space representation looks like ẋ1

ẋ2
ẋ3

 =

 0 − u
C1

0
u
L 0 u

L −
1
L

0 1
C2
− u

C2
− 1

RLC2


 x1

x2
x3

+


ipv
C1
0
0

 (14)

We have modeled the PV system accompanied by the non-inverting DC-DC converter,
which extract maximum power when operates. Therefore, in the forthcoming sections, a
control algorithm will be designed for changing duty cycle to meet the maximum power
extraction.

4. Proposed Control Strategy for Maximum Power Extraction

Primary objective of the proposed research work is that the output voltage Vpv of
a non-inverted buck-boost converter should trace a reference voltage Vre f . The Vre f is
characterized as the maximum power obtained at each of its points. So, the maximum
power from the actual system can be extracted by tracking the Vre f . Reference voltage
Tracking is achieved via continuously varying duty cycle u of converter using an output
feedback controller.
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The proposed control law needs the Vre f values, which will be estimated via FFNN in
the presence of varying temperature and irradiance. In addition, the controller also uses the
inductor current x2 as a known data, which is generally not available in a practical scenario.
Therefore, an appropriate states estimator along with flatness property is proposed in this
research. In the later part, we will focus on the arbitrary order sliding mode control strategy.
So, we proceed further by designing FFNN for reference voltage generation.

4.1. Reference Voltage Trajectory via FFNN

The objective is to estimate Vre f while considering the environmental parameters,
i.e., temperature and irradiance as an input to the FFNN block [41]. For this task, a
two-layer feed forward neural network is used, whose schematic diagram is shown in
Figure 6. The input data is generated by varying the irradiance (first network input) from
(600–1000) W/m2 with a suitable increment of 1 W/m2 and changing the temperature
(second network inputs) during 2–75◦C interval with an increment of 2 degree Celsius,
accordingly. Based on these available inputs, the inputs (or activation) to the next layer are
computed using (15)

aj =
n

∑
i=1

Vji pi + bjo (15)

where pi is input of node i, bjo represents respective reconstruction bias/error and
j = 1, 2, 3, . . ., jo shows number of hidden layer neurons.

Figure 6. Structure of FFNN for Vre f generation.

The outputs of the activation function f (chosen as tanh) at the hidden layer, while
invoking aj, appears as follows

yi = f (aj) (16)

Similarly, the weights in the next layer are named as wkj (wkj is a scalar and is a weight
between the jth hidden layer node) and the kth output layer node with yi as inputs from
the hidden layer on which the activation of the output layer will be operated looks like

ak =
lo

∑
j=1

wkjyi + bko (17)

where k = 1 represents number of neurons in output layer. Estimated Vre f output voltage,
a function of inputs and weights between hidden layer and output layer is expressed as
follows

Vre f = f (ak) (18)
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or

Vre f = f

(
lo

∑
j=1

wkj f
( n

∑
i=1

Vji pi + bjo

)
+ bko

)
(19)

Equation (19) can be alternatively expressed in vector form as

Vre f = f̄
(

W̄T f̄
(
V̄T p̄ + bv

)
+ bw

)
(20)

Equation (20) can be more explicitly written as

Vre f =
(

Wtanh
(
Vp̄ + bv

)
+ bw

)
(21)

There is a maximum voltage level on a PV module characteristic curve for each
temperature and irradiance level. This maximum voltage is considered as the desired
Vre f which is the target data during the training of FFNN. The training technique used for
updating the weights of a neural network at each iteration is the Levenberg-Marquardt
training algorithm.

FFNN Simulation Results

The network parameters used for the estimation of Vre f are iterations and hidden layer
neurons. The final structure of FFNN has ten neurons in hidden layer. The desired Vre f for
different values of temperature and irradiance produced from the FFNN in 3-D plane is
illustrated in Figure 7. The training of NN is calculated using Mean Squared Error (MSE)
depicted in Figure 8. There is a significant amount of error at the start, but the error reduces
to the minimum possible value as the number of epochs increases.

The best training performance with the lowest MSE is 1.0836 × 10−6 at 1000 epochs.
The regression graph for Vre f estimation is given in Figure 9. It shows that the regression
value of R = 1 indicates the close resemblance of the output data with the target data. The
error histogram is calculated with 20 vertical bins. Figure 10 depicts the estimation error
histogram associated with Vre f , which reveals that a very small error occurs and is nearly
close to zero.

Figure 7. Vre f generation for varying level of irradiance and temperature.
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4.2. Arbitrary Order Sliding Mode Control Design

In this section, a NAAOSMC technique is proposed to obtain maximum power from
the PV module. The output of the controller u controls duty cycle of switches of DC-DC
converter. For designing the control strategy, the system (14) is converted in canonical form
as {

ẏ1 = y2

ẏ2 =
i̇pv
C1
− u ẋ2

C1
− u̇ x2

C1
+ ∆(y1, y2, t)

(22)

The system (22) is the controllable canonical form in term of output and its derivative,
which is assumed convenient for designing a control strategy. Now, defining tracking error
as difference between the reference and maximum PV voltage i.e.,

e = y1 − yre f (23)

where yre f = Vre f and
y1 = x1

y2 = ẋ1 =
ipv
C1
− u x2

C1

(24)

We can achieve our results by converging the tracking error to zero. Taking derivative
of (23) and simplify using (24), we get

ė =
ipv

C1
− u

x2

C1
− ẏre f (25)

As the reference voltage has a fix value so ẏre f = 0. Taking derivative of (25)

ë =
i̇pv

C1
− u

ẋ2

C1
− x2

C1
u̇ (26)

Now, the sliding manifold σ in terms of error is characterized as follows

σ = ė + λe +
∫

f (t)dt (27)
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Here, λ has a constant value and f (t) is a forcing function, which carries following
expression for AOSMC

f (t) = c2 | ė |α2 sign(ė) + b2 | ė |β2 sign(ė)+

c1 | e |α1 sign(e) + b1 | e |β1 sign(e)
(28)

Now, taking the time derivative of (27)

σ̇ = ë + λė + f (t) (29)

Now, integrating the values of ė, ë and posing σ̇ = 0, we get the following control law
equation, which operates dynamics of system on the sliding manifold σ = 0

u̇equ =
1
x2

[i̇pv − ẋ2u + λ(ipv − x2u) + C1 f (t)] (30)

Since a practical system works during uncertainties, so, equivalent control law given
in (30) will not be able to enforce sliding mode. The overall control law which can enforce
the sliding manifold is computed as

u̇ = u̇equ + u̇d (31)

where u̇d is given by
u̇d = −k1σ− k2sign(σ) (32)

Here, k1 and k2 are positive gain constants.

Stability Analysis

The objective here is to prove the zero dynamic stability of the system. AOSMC law
has been designed using dynamics of first two equations of the system (14). The dynamics
of the third equation of the system (14) is clearly the internal dynamics of the given PV
system i.e.,

ẋ3 = (
1

C2
− u

C2
)x2 −

1
RLC2

x3 (33)

Since, the control input u directly affects control driven states like x1 and x2 therefore,
zero dynamics of a system can be achieved by putting u = x1 = x2 = 0 . So, one can get

ẋ3 = − 1
RLC2

x3 (34)

Since, the typical parameters RL and C2 are positive, which ensures that the (34) has
its poles in the left half-plane at − 1

RLC2
. This shows that the system (34) has exponentially

stabilized the zero dynamics and validated the PV system’s minimum phase nature. Fur-
thermore, to ensure sliding mode enforcement, a Lyapunov stability function in aspects
sliding surface is chosen and modeled as

V =
1
2

σ2 (35)

Taking time derivative of Equation (35), we can get

V̇ = σσ̇ (36)

Now, incorporating the components of (30) and (32), we can get

V̇ = σ

[
− x2

C1
k1σ− x2

C1
k2sign(σ) + ∆

]
(37)
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V̇ = − x2

C1
k1σ2 − x2

C1
σk2sign(σ) + σ∆ (38)

or
V̇ ≤ − x2

C1
k1σ2 − x2

C1
k2|σ|+ |σ||∆| (39)

V̇ ≤ − x2

C1
k1σ2 − |σ|( x2

C1
k2 − |∆|) (40)

(40) becomes negative definite, when

x2

C1
k2 − |∆| ≥ η (41)

From (40) and (41), one can write

V̇ ≤ − x2

C1
k12V −

√
2ηV

1
2 (42)

or
V̇ +

x2

C1
k12V +

√
2Vη ≤ 0 (43)

The differential inequality of (43) demonstrates a finite-time convergence, forcing the
function V approaches to zero, i.e., σ→ 0. It ensures that the sliding mode is established
and the error is converged to zero.

4.3. States Estimation via High Gain Differentiator

State estimation is the process that deals with estimating the internal states of a real
system with its perspective outputs. This process also involves the reduction of chattering
effect from the input signal. The method used for states estimation in this paper is High
Gain Differentiator (HGD). HGD is quite useful in estimating the derivatives of the states
(x1, x2, x3, Ipv) of the given PV system. The equations for HGD [42] to estimate derivative
of the states of the system are

ẏ1 = y2 +
α1

ε
(x1 − y1) (44)

ẏ2 =
α2

ε2 (x1 − y1) (45)

where 0 < ε < 1 and α1, α2 are gains of HGD.
The HGD technique used for estimating the derivatives of the system states is used

further by invoking flatness property for recovery of the unknown states.

Definition 1. A flat system is defined as the system whose states/parameters/inputs can be ex-
pressed in terms of the flat outputs and their derivatives, For example

xj = Φ(xi, ẋi, . . . , xk, ẋk, . . . , u, u̇, . . . , ur) (46)

where xi, ẋi, xk, ẋk, u, u̇, ur are the states and the derivatives of the system’s variables.

In general, the measurement of x2 is not available, therefore, using HGD and the
flatness property, one can estimate the value of x2 as

x2(e) = −
C1

u
(ẋ1 −

Ipv

C1
) (47)

5. Simulation Results and Discussion

The simulation results are performed using Simulink environment of MATLAB
(R2018b) environment to check the applicability of the developed HGD based AOSMC.
The solar array system is connected with load using DC-DC buck-boost converter. Solar
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array system used for the simulation in this study has 16 PV modules. The specification pa-
rameters of a single PV module are given in Table 2 and the specification of the buck-boost
converter and designed constants of the proposed controller are listed in Table 3. Section 5
results are presented and discussed into two sections. The results under varying irradiance
levels are given in Section 5.1 and results under varying temperature levels are shown in
Section 5.2.

Table 2. Parameters of solar panels.

Parameters Value Unit

No. of cells per module 72 –
Open circuit voltage 165.8 V
Short circuit current 17.56 A
Max. power 1555 W
Voltage at MPP 102.6 V
Current at MPP 15.16 A

Table 3. MATLAB simulation parameters.

Parameters Value Unit

Constant c2 = 0.005 –
Constant b2 = 0.003 –
Gain k1 = 3000 –
Gain k2 = 10 –
Constant c1 = 0.3 –
Constant b1 = 0.5 –
Output capacitor C2 = 48 mF
Input capacitor C1 = 1 mF
Inductor L = 1.5 mH
Load RL = 50 Ω

5.1. Results under Varying Irradiance

To perform imulation for varying irradiance levels, the temperature was kept constant
at 25 ◦C, and the irradiance was changed as shown in Figure 11. The generated reference
voltage Vre f using FFNN for changing irradiance profile was tracked by the proposed
AOSMC. It can be seen from Figure 12 that the Vre f was effectively obtained using our
developed controller in 0.01 s with a slight overshoot of 3 V. Similarly, in Figure 13, the
PV system output power is presented with reference power curves as a result of varying
irradiance levels, which depicts that the MPP was attained with minor oscillations and in a
short time of 0.02 s.
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Figure 11. Varying levels of irradiance.
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Figure 12. Tracking the PV voltage under varying irradiance.

Figure 13. PV output power under varying irradiance.

5.2. Results under Varying outdoor Temperature

In this case, if solar irradiance is maintain fixed i.e., 1000 W/m2, and outdoor tem-
perature is continuously changed, the obtained observations are depicted in Figure 14. It
is clearly seen in the Figure that generated voltage from FFNN with changing outdoor
temperature profile is successfully tracked using the developed AOSMC. However, an
overshoot of 7 V was observed (See Figure 15). Similarly, for varying temperature levels,
the PV system output power is presented in Figure 16, which portrays that the maximum
power was obtained in 0.01 s without oscillations.
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Figure 14. Varying levels of temperature.
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From both of the above cases, it is evident that the proposed AOSMC can extract
the maximum power, which is transmitted with 98 % efficiency to load under changing
temperature and irradiance levels. To evaluate performance of the developed controller,
the backstepping controller [26] is considered as a benchmark under similar changing
conditions.

5.3. Comparison Results under Varying Irradiance

Comparative evaluation of the developed controller with the backstepping controller
was made as shown in Figure 17 using similar irradiance variation as given in Figure 11. We
observed that the proposed controller tracked the MPP in 0.01 s, whereas the backstepping
controller attained this in 0.025 s (see the zoomed view in Figure 17). It can also be noted
that the developed controller’s rise time was 0.002 s, which is less than the backstepping
controller. The comparison of solar array system output power is depicted in Figure 18,
which portrays that the proposed AOSMC had less power loss and was 5 % more efficient
than the backstepping controller.
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Figure 17. Comparison of voltage in PV system under varying irradiance.
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Figure 18. Comparison of the generated output power under varying irradiance.
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5.4. Comparison Results under Varying Temperature

In this case, using the similar temperature variation of Figure 14, a comparison was
made between the proposed AOSM controller and the backstepping controller as displayed
in Figure 19. The figure depicts that the proposed controller extracted the maximum power
in 0.01 s, which was 0.02 s in the case of the backstepping controller during the changing
temperature levels. The solar array system output power comparison of both controllers is
shown in Figure 20. The proposed AOSMC transmit maximum power with 97% efficiency
to load, and thus outperformed the existing backstepping controller.
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Figure 19. Comparison of voltage PV system under varying temperature.
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Figure 20. Comparison of the generated output power under varying temperature.

6. Conclusions

In this article, we proposed an HGD-based arbitrary order sliding mode nonlinear
MPPT control design for a PV system. The PV module was connected to the load using a
non-inverting DC-DC buck-boost converter. FFNNs were used to produce the reference
voltage. After developing the reference voltage, the proposed controller was used to track
the reference voltage. HGD technique was used to estimate the internal states of the system.
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The observer also used the flatness property to recover the non-observable state. The
simulation results were performed in Simulink environment of MATLAB, which shows
that the proposed controller performed well under changing atmospheric conditions.
Simulation results of AOSMC were compared with the backstepping control technique
results under abrupt variations in temperature and irradiance. The results verify that
the AOSMC outperformed the existing backstepping controller. Hence, we can conclude
that the proposed controller was validated for efficiency and effectiveness with improved
robustness.
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