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Abstract: The use of compressive sensing in several applications has allowed to capture impressive
results, especially in various applications such as image and video processing and it has become
a promising direction of scientific research. It provides extensive application value in optimizing
video surveillance networks. In this paper, we introduce recent state-of-the-art video compressive
sensing methods based on neural networks and categorize them into different categories. We
compare these approaches by analyzing the networks architectures. Then, we present their pros and
cons. The general conclusion of the paper identify open research challenges and point out future
research directions. The goal of this paper is to overview the current approaches in image and video
compressive sensing and demonstrate their powerful impact in computer vision when using well
designed compressive sensing algorithms.

Keywords: video compressive sensing; deep learning; optimization; loss function; computer vision;
image and video reconstruction

1. Introduction

Wireless sensor network (WSN) technology has been identified as one of the key
components in designing future internet of things platforms [1]. It has been gaining a lot of
attention since smart sensors have become an important part in our daily lives. However, in
real life, these devices are resource-constrained: the storage resources, the energy capacity
and the computing performances are all limited. That is why the processing of huge data es-
pecially video data is becoming very challenging. In order to shift the computation burdens
from the sensor level to the decoder in WSN, compressive sensing is used as an effective
way to reduce the complexity of the encoder, which means that by optimizing the way the
acquire and transmit data over wireless channels, we optimize the computational resources
of the devices and enhance their performances. In fact, the compressive sensing technique
significantly enhances the coding efficiency of the wireless devices (considered as encoders)
by reducing the sampling rate (in comparison with the well-known Shannon–Nyquist) and
synchronizing the data sampling process. Another problem can be detected from a macro
perspective in WSN platforms: the sporadic (infrequent) transmission rate. Indeed, not all
wireless sensors send their data simultaneously to the central server, which means that the
WSN architecture sparsity should be exploited to reach high data reliability with a limited
number of sensors. In addition, IoT platforms can easily integrate compressive sensing
into their several applications because many real-world datasets can be well approximated
by sparse signals using an appropriate transform (e.g., DCT, DWT. . . to represent images,
videos. . .). So, in many applications related to WSN, energy consumption is a principal
concern because sensors have to send regularly their sensing data to the coordinator node.
Data transmission being considered as a principal factor of energy consumption, many
research efforts are focusing on reducing the amount of data acquired at the sensor level.
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In order to reduce the amount of transmission data, we have to compress them inside
the network. As a result, compressive sensing (CS) algorithms have led to new ways of
designing energy efficient WSN with low cost data acquisition [2].

Compressive sensing is a technique exploited today in several applications such as
medical imaging, remote sensing and wireless sensor networks. In fact, CS is a theory
which can efficiently acquire and reconstruct sparse signals [3]. CS theory suggests that the
sampling rate necessary to acquire and reconstruct the signal can be significantly lower
than the minimal rate required by the Nyquist-Shannon sampling theorem. This lower
sampling rate can reduce the processing and energy requirement at the sensor nodes which
can lead to revolutionary results for embedded video sensors.

In fact, the video signal in general is sparse so it contains a significant amount of
redundancy in both spatial and temporal domains and therefore video compression is one
of the most important fields where CS can be applied.

The advent of CS has led to the emergence of new image devices such as Single Pixel
Cameras [4]. CS techniques are commonly used to deal with high transmission throughput
and large storage spaces.

Indeed, an impressive progress has been made in Video Compressive Sensing (VCS)
with the appearance of single pixel cameras where the video is represented in the Fourier
domain [5] or the Wavelet domain [6]. Then, video CS cameras tried to integrate temporal
compression into the systems with the arrival of the optical flow based algorithms for
video reconstruction [7]. In addition, Total Variation (TV) [8] and Dictionary Learning [9]
were among the popular approaches used for VCS. TV methods suppose the sparsity
of the gradient of each video frame and try to minimize the l1 norm of the gradient
frames. However, dictionary-based approaches consider the video patches as a sparse
linear extension in the dictionary elements.

Another challenge of VCS, especially for the video reconstruction process is the com-
plexity of the mathematical formulations handled by the reconstruction system. For the
sake of simplicity, video recovery techniques can be classified into two main categories: Op-
timization based algorithms, categorized also into convex and greedy algorithms, and Deep
Learning methods. Sections 2 and 4 introduces the main approaches used to reconstruct
the main video scenes from the compressed measurements.

On the one hand, we clearly notice that iterative based approaches have high complex-
ity (from few seconds to few minutes to recover an image). However, these techniques are
not applicable for real-time applications. On the other hand, Neural Networks (NN) are
applied in our topic of interest: the optimization of the transmission and reconstruction of
video signals in wireless sensor networks.

Neural networks have shown excellent performances in terms of quality of image
reconstruction and reconstruction processing time (in the order of milliseconds). This
makes the NN approach a good candidate for real-time applications of video-monitoring in
a smart city context. Thus, this paper aims at better characterizing and comparing existing
state of the art NN reconstruction based methods.

The remaining of the paper is organized as follows: Section 2 presents an overview of
the principles of compressive sensing. In Section 3 we present different image compres-
sive sensing architectures, whilst Section 4 discusses different video compressive sensing
sampling and reconstruction architectures while classifying them based on their sampling
strategy. In Section 5 we classify recent deep learning-based video compressive sensing
algorithms according to their modulation strategy. In Section 6, we provide recent research
results with an experimental study on several VCS approaches to compare their perfor-
mances in terms of the quality of their output and the testing time. Section 7 discusses the
future research challenges and opportunities of compressive sensing. Section 8 eventu-
ally concludes the paper by identifying open research challenges and pointing out future
research directions.
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2. Compressive Sensing

Conventional sensors are based on the sampling theorem of Shannon–Nyquist which
is based on the following principle: the minimum sampling frequency of a signal that
not distorts its underlying information, should be the double of its highest frequency
component. However, this theorem which imposes an unnecessary high sampling rate
is becoming outdated for applications that require a large amount of data. Thus, the
Compressive Sensing paradigm seeks to decrease the rate of the Shannon–Nyquist principle
and meets the expectations of the Massive data-intensive applications. To keep it simple,
for our application case, a CS camera takes a number of measurements coded from the
scene much smaller than the number of reconstructed pixels. In fact, CS is an approach that
facilitates the efficient acquisition of the sparse signals where detection and compression
are performed at the same time.

2.1. Mathematical Introduction

To understand the mathematics behind the CS technique we recall here some basis
principles: Instead of acquiring N samples of a signal x ∈ RN×1 , M random measures
are acquired with M� N (CS theory states that the number of measurement sufficient to
reconstruct the signal x is M = O(Klog(N/K)) such that:

y = Φx (1)

where y ∈ RM×1 is the known compressed measurement vector and Φ ∈ RM×N is the
sensing matrix that will be discussed in the next section. To recover the signal x given y
and Φ, x must be sparse in a given base Ψ:

x = Ψs (2)

where s is K-sparse which means that s has at most K non-zero elements. From (1) and (2):

y = As (3)

where A = ΦΨ. Figure 1 shows the compressed sensing framework.

Figure 1. Compressive sensing framework.

However, the reconstruction of x or s from y is not possible. Therefore, an approximate
solution can be obtained by solving the following l1 minimization problem [3,10]:

ŝ = argmin||s||1 s.t. y = ΦΨs (4)

To reconstruct s from y, CS algorithms use different reconstruction approaches. Then
x can be reconstructed from x̂ = Ψŝ.
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Since there is only one measurement vector, the above problem is generally referred
to as a Single Measurement Vector (SMV) problem in the compressive sensing. However,
when the input becomes a 3D signal (video) instead of 1D signal, the SMV problem becomes
a Multiple Measurement Vector (MMV) problem. The sparse vector s becomes in this case a
set of vectors si which must be recovered jointly from a set of measurement vectors yi [11].

The set of the known measurement vectors yi can correspond to different frames of
the video signal. In fact, the video could be cut into series of images and then each image
obtained could be associated to a measurement vector yi and then it is possible to apply
MMV model on the video. Therefore, the common approach used to deal with sequence
data is Recurrent neural networks (RNN). However, RNN work well when we are dealing
with short-term dependencies. In other words, these neural networks remember things for
short periods of time and if a lot of information has been entered, it suffers from important
losses. This problem could be solved by applying a modified version of the RNN: LSTM
(Long Short Term Memory) [12]. The advantage of LSTM is that it avoids the problem of
long term dependency i.e., it allows to remember information for a long period of time.

As a result, and in agreement with CS properties, CS has a great potential to be applied
to images and videos because of their huge spatial and temporal redundancies which allow
to have sparse representations to enable their reconstruction.

Nevertheless, RNNs are not the only Deep Learning approach experimented in video
compressive sensing recovery phase. Indeed, many methods will be discussed in the
following sections.

2.2. Sensing Matrix

One of the most interesting research directions in compressive sensing is the construc-
tion of the sensing matrices. Indeed, the sensing matrix must satisfy some constraints.
Firstly, it should be coherent with the sparsifying matrix Ψ to capture the salient informa-
tion of the initial signal with the minimum number of projections. Secondly, it may satisfy
the restricted isometry property (RIP) to preserve the original signal main information in
the compression process. However, it has been proved in [13] that RIP property is not
always required to hold neither the sparsity level in a CS context, nor the random model of
a signal. In addition, for real-time applications and low power requirements, we should
design low complexity and hardware friendly sensing matrices. In most works, especially
for those who are focusing on the reconstruction stage, the problem of the sampling matrix
is not discussed since it is chosen as a random matrix such as Gaussian or Bernoulli matrix
which meets the restricted isometry property (RIP) of CS. Although random matrices are
easy to implement and can ensure better reconstruction results, they have many disad-
vantages. In fact, they require a large storage resources and the recovery process may be
difficult when dealing with large signal dimensions [14]. It can also be chosen as circulant
sensing matrix [15]. However, other researchers use some features of the original input to
design these matrices which is known as data-driven sampling matrix design. Other works
are oriented to binary and bipolar sampling matrices that can be easily implemented on
hardware devices and they do not require large computation resources.

2.3. Reconstruction Algorithms

The reconstruction process is the key to efficiently incorporate compressive sensing
in real-world applications. Therefore, designing and implementing new optimization
algorithms is the major concern of CS researchers. These algorithms can be categorized
into several categories. In this section, we will cover the main two types of the recovery
algorithms in CS: convex optimization algorithms and greedy algorithms.

2.3.1. Convex Optimization

To reconstruct the original signal x, the trivial approach is to solve the l0 minimization
problem:

x̂ = argmin
x
||x||0 s.t. y = Φx (5)
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Since, l0 minimization is an NP-hard problem fro large scale matrices, in our case Φ is
computationally complex, l1 minimization process is proposed to overcome the limitations
of l0. In this case, the minimization problem, known as basis pursuit (BP) [16], becomes:

x̂ = argmin
x
||x||1 s.t. y = Φx (6)

Another approach called basis pursuit denoising (BPDN) [17] is adapted when deal-
ing with noisy systems. In addition, Least Absolute Shrinkage and Selection Operator
(LASSO) [18] can be used when we have no prior knowledge about the noise level. The
minimization process of some variational problems can also practically be solved using
fast iterative thresholding algorithm (FISTA) [19], forward-backward splitting (FBS) [20] or
approximation message passing (AMP) [21].

2.3.2. Greedy Algorithms

Greedy algorithms are commonly used in CS applications because of their low com-
plexity and their fast reconstruction. Currently, the most exploited greedy algorithms
are classified into sequential and parallel greedy pursuit techniques. Sequential methods
count gradient pursuit [22], matching pursuit (MP) [23,24], orthogonal matching pursuits
(OMP) [25], regularized OMP (ROMP) and stagewise OMP (StOMP) [26–28]. Although
OMP allows a faster signal reconstruction than convex relaxation approaches, it deteriorates
the recovery quality for signals with low sparsity. Therefore, improved versions of OMP
have been proposed to avoid these drawbacks such as compressive sampling matching pur-
suit (CoSaMP) [29], subspace pursuit (SP) [30], Regularized OMP [27], Stagewise OMP [26],
and orthogonal multiple matching pursuit [31]. Those techniques are considered as parallel
greedy pursuit methods.

Obviously, the performance of the reconstitution algorithms depends on the appli-
cations and there is no obvious metric to determine the best reconstruction algorithm.
However, for some algorithms, we can compare their complexity and the minimum mea-
surements required for the CS recovery.

3. Image Compressive Sensing

Recently, deep learning is used in various computer vision tasks and it shows high
performance results in several applications such as CS reconstruction algorithms. Since
many computer vision algorithms applied on 2D signals (e.g., [32] in which ISTA-Net is
applied in a video CS context) are extended to be applied on 3D signals (e.g., videos), we
introduce in this section recent image CS algorithms.

Among the reconstruction methods, various block-by-block methods are already pro-
posed such as stacked denoising autoencoder (SDA) [33], non iterative reconstruction
using CNN (ReconNet) [34] and DR2-Net [35] which are deep learning based end to end
reconstruction networks. However, the outputs of these algorithms suffer generally from
blocky artifacts. Therefore, the use of a BM3D algorithm, as a post processed procedure, is
compulsory to eliminate the blocky artifacts in reconstructions. Among the well mentioned
algorithms in image reconstruction, we have the iterative shrinkage thresholding algorithm
based network (ISTA-Net) [36] that integrates the traditional ISTA into a neural network to
achieve superior reconstructed quality, its enhanced version ISTA-NET+, trainable ISTA for
sparse signal recovery (TISTA) [37] and ADMM-Net [38] which is proposed by adapting
ADMM method for CS magnetic resonance imaging (CS-MRI) using neural networks.
Experimental results in various research works prove that deep learning networks can suc-
cessfully solve the two main issues of compressive sensing: the design of proper sampling
matrices and the reconstruction process. The performances are significantly increased and
lower computation complexity is obtained than traditional methods. Shi et al. [39] and
T.N. Canh et al. [40] proposed CNN-based methods for 2D image reconstruction that split
the reconstruction process into two stages. Firstly, the initial reconstruction which aims to
recover the images from the patches. Secondly, a better quality reconstruction is obtained
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from the enhancement of the initial reconstruction. In [39], deep networks are used in the
reconstruction phase by imitating the traditional CS image recovery and the training of
the sampling matrix through a CNN network. These two theoretically separated networks
are considered as an encoder-decoder approach to generate the CS measurements and to
reconstruct the 2D images.

Deep compressive sensing was extended to multi-scale schemes [40–42] utilizing
image decomposition. In [41], a multiphase reconstruction process is proposed. The first
phase is dedicated to a multi-scale sampling and an initial reconstruction that are jointly
trained. Then, the quality of the initial image is enhanced with convolution layers and
ReLU activation function. The third phase, used in the experimental comparison because
of its better performances, is enhanced with Multilevel Wavelet Convolution (MWCNN).

4. Video Compressive Sensing

Obviously, the main function of video compressive sensing systems is to capture
video data with low-dimensional detectors and then use the optimized based algorithms,
as explained above in Section 2.3, to solve the ill-posed reconstruction problem. These
two systems: the hardware encoder and the software recovery system enable to optimize
encoders resources, especially in the transmission process. However, their long running
time prevents them from being exploited in real-time applications. So, thanks to recent
advances in deep learning, we expand the variety of algorithms used in the reconstruc-
tion phase. Deep learning-based approaches enable a fast end-to-end recovery of video
scenes with better quality performances despite the long training time. Indeed, The basic
framework of video compressive sensing is composed of two main systems: the hardware
encoder and the software decoder, and a channel to transmit video data over it. This is
the main digital video delivery system employed by communication systems that rely on
compressive sensing to acquire, transmit and reconstruct data. In fact, the encoder uses
special cameras (low-speed cameras such as single pixel cameras) to capture and process
high speed videos. Then, it generates fewer compressive measurements that could be
easily transmitted or stored. Finally, a reconstruction algorithm will be applied in order to
reconstruct the received video at the receiver device (e.g., server). Figure 2 illustrates the
basic video compressive sensing framework.

Figure 2. basic model of video compressive sensing.

Video CS algorithms have used various models and architectures to sample and
reconstruct the signals. According to the way the video signals are sampled, we review
these works in the following three categories: Temporal VCS, Spatial VCS and Spatio-
temporal VCS.

4.1. Temporal VCS

The sampling phase of the Temporal VCS (TVCS) relies on the 2D measurements
obtained from the sampling across the temporal axis which means that the compression is
done in the temporal domain.

The non neural networks approaches exploit the sparsity of the video scenes and
the variety of the existing algorithms for optimization problems. In [43], J. Yang et al.
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propose a Gaussian mixture model (GMM) based algorithm to reconstruct spatio-temporal
video patches from temporally compressed measurements. This robust algorithm is less-
dependent on the offline training dataset which enable to be extended to real-time ap-
plications. X. Yuan et al. [44] solved the compressive sensing problem by exploiting the
Generalized Alternating Projection (GAP) to solve the Total Variation (TV) minimization
mathematical problem.

Another approach to deal with TVCS, Deep learning has become one of the CS com-
munity promising trends. In [45], the authors present a deep fully connected network
and non-iterative algorithm to recover the frames already sampled using a 3D Bernoulli
sensing matrix to measure consecutive frames simultaneously. This article represents the
first deep learning architecture for temporal compressive sensing reconstruction. The work
of this article concerns temporal CS where the multiplexing is done through the temporal
dimensions and its architecture is based on Multi-layer Perceptrons (MLP) as shown in
Figure 3 Indeed, the MLP architecture is used to learn the f non-linear function which maps
a measured frame patch yi via multiple layers to a video block xi.

Each hidden layer is defined by:

hk(y) = σ(bk + Wky) (7)

where hk is the k-hidden layer, bk is the bias vector and Wk is the weight matrix. The
non-linear activation function used in this model is the rectified linear unit (ReLU) defined
as σ(y) = max(0, y). In this model, the 1st fully connected layer must provide a 3D signal
from the 2D compressed measurements. The other layers are considered as 3D layers. The
size of the video blocks used is 8× 8× 16 and increasing the block size would considerably
increase the network complexity. This algorithm is tested by changing either the number of
MLP layers (4 or 7) or the size of the learning database. The metrics used are the PSNR and
SSIM [46]. In fact, increasing the number of layers for small datasets (not for large datasets)
improves the metrics because several parameters are trained. However, increasing the
number of layers will inevitably lead to an increase of the complexity of the network.

Figure 3. Video Compressive Sensing Architecture based on an MLP Network.

Compressive sensing allows signals to be detected with far fewer measurements than
those of Shannon–Nyquist. It entails lower costs for IOT projects and a reduction in the
acquisition time. In this context, many papers have proposed architectures such as Single
Pixel Cameras (SPC) providing a framework which seems to be effective for images in
terms of acquisition using a reduced number of coded measurements with low-cost sensors.
In [47], the authors were able to extend the CS imaging model beyond the images to work
with the video. In the article quoted above, which talks about single-pixel cameras, it
is a demonstration of the Deep Learning application with a convolutional auto-encoder
network to retrieve a 128 × 128 real-time video pixels at 30 frames/s from a sampling
of single-pixel cameras with a compression ratio of 2%. Thus, the proposed architecture
is a Deep Convolutional Autoencoder Network (DCAN) architecture which represents a
powerful and efficient computation pipeline to solve inverse problems with good quality
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and in real time. In this research work, deep neural networks have been exploited to
produce an algorithm to reconstruct a video signal in real time from a single-pixel camera
consisting of a Digital Micromirror Device (DMD) as a spatial modulator.

It is obvious from the DCAN architecture, represented in Figure 4, that it is a calculation
model which includes coding and decoding layers. The main goal of these layers is to
reconstruct an image or an input scene. The input of this network is measured by M
(128× 128) binary filters and reconstructed using fully connected layers and 3 convolutional
blocks. After the fully connected layers, each convolution operation is followed by ReLU
activation and batch normalization. The optimization of the filter weights is done using the
gradient descent stochastic algorithm while respecting the minimization of the standard
cost function in measuring the Euclidean distance between the observed and desired output.
In order to test the performance of this algorithm, three metrics were used: peak-signal-
to-noise ratio (PSNR), structural similartity index (SSIM) and standard deviation (SD).
Thus, since authors can change the input resolution size and compression ratio, the best
results in terms of PSNR and SSIM were obtained with a resolution size of 128× 128 and a
compression ratio of 98%.

Figure 4. DCAN Architecture.

Thanks to the evolution in the field of deep learning, another compressive sensing
system has been proposed in [48]. This system allows an instantaneous reconstruction by
estimating the output from the input measurements. This approach requires a design based
on a network model of neurons, a computing capability linked to the machine used to run
the model designed and a large database of learning and validation data.

However, models based on neural networks are less flexible than iterative models
because they are based on the learning process and subsequently work only on systems
with parameters already determined during the learning phase such as image size and
compression rate. The model proposed in [48] is a Snapshot Compressive Imaging (SCI)
system which refers to compressive sensing systems where multiple frames are mapped
into a single measurement frame. It is based on a DMD, an end-to-end CNN algorithm
(E2E-CNN) and a plug-and-play (PnP) environment to solve the reverse problem related to
the video compressive sensing.

This model is inspired from video CS and is shown in Figure 5. The video is considered
to be a dynamic scene that is represented as a sequence of images with different chrono-
dating [(t1, . . . , tB]). The coded frames are then integrated over time on a camera forming
a measurement compressed to a single image. In accordance with the measurement
and coding models, the iterative algorithms or pre-formed neural networks are used to
reconstruct the video.
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Figure 5. Video SCI.

The principle of SCI video is based on binary spatial coding. Unlike to traditional
image processing approaches where signals are acquired directly, in computational imaging,
the captured measurement may not be visually explainable but includes the original images.
After reconstruction of the video with the model described in this article, the authors
compare these performances with those of the best known algorithms in the field of SCI
video such as TwIST [49], GAP-TV [44], GMM [43] and DeSCI.

Indeed, the advancement in the field of Deep Learning applied to images have inspired
researchers to expand their work on the CS video. Among them, we have Deep fully
connected neural network for video CS, Deep tensor ADMM-Net for video SCI problem or
E2E-CNN [48].

The learning of this model is done by applying a residual learning for the encoder-
decoder in order to speed up the video CS. It is important to know that this deployment is
based on an optical system using a high-speed DMD spatial modulator, because the idea
behind this model was to apply a spatial modulation to the image sequences at high speed.

To understand this model, we will detail the mathematical approach behind this video
CS model:

Let f represent the dynamic scene that has x, y and t as the spatial and temporal
variables of the video. Let also x′ , y′ and t′ be the coordinates of spatial and temporal
measurements. Then the measurement formed on the detector plane is given by the
function g:

g(x′, y′, t′) =
∫ Nx

1

∫ Ny

1

∫ Nt

1
[ f (x, y, t)T(x, y, t)

×p(
x− x′

∆
,

y− y′

∆
)pt(

t− t′

∆t
)]dxdydt

(8)

where T is the time modulation introduced by the DMD, ∆ the pixel pitch, ∆t the camera
integration time, Nx and Ny the spatial dimensions space, Nt the temporal dimension, p
and pt the functions of spatial and temporal pixel sampling.

The sampling of the pixel is discrete and follows the following equation:

Y =
B

∑
k=1

Xk ◦ Ck + G (9)

where B is the number of pixels, X is the high speed frames, C is the coding patterns, G
represents the noise and ◦ is the Hadamard product.
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Let (i, j) the position of the pixel and thus the above equation becomes:

yi,j =
B

∑
k=1

ci,j,kxi,j,k + gi,j (10)

We define: x = [xT
1 , . . . , xT

B ]
T where xk = Vec(Xk). We have Dk = diag(Vec(Ck)) for

k = 1, . . . , B.
It is obvious that our problem is a compressive sensing problem:

y = φx + g (11)

where φ ∈ Rn×nB is the detection matrix (which is only dense when n = nxny), the signal
x ∈ RnB and g ∈ Rn the noise vector. The matrix φ = [D1, . . . , Dk] consists of diagonal
matrices.

It is now clear that the goal of this problem is to reconstruct the signal x from the
measurements y. As a result, the E2E-CNN model has been proposed. However, this model
needs a large database and huge execution time. In addition, if we change the matrix φ, the
neural network must execute another learning process which needs another temporal data.
To cope with this, PnP framework is needed to use pre-trained data in an optimization
framework in order to establish an equilibrium between the flexibility of the algorithm and
its running time.

Figure 6. E2E-CNN Architecture.

E2E-CNN architecture, represented in Figure 6, is based on convolutional encoder-
decoder architecture. It consists of 5 residual blocks for the encoder and 5 other blocks
for the decoder and the two stuctures are connected by 2 convolutional layers. Each
convolution is followed by ReLU activation function and a batch normalization. In addition,
the output of a residual block of the decoder is added to the input of the residual block of
the mapped decoder. In this architecture, the authors did not use pooling layers nor the
oversampling in order not to lose the details of the images.

The loss function of this model is:

LCNN = α||x− x̂||22 + β[1−MS.SSIM(x, x̂)] (12)

where MS.SSIM is multiscale structural similarity index between the output of the network.
The actual values of x, α and β are predetermined.
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It has been said before that E2E-CNN suffers from a problem of flexibility (for different
tasks and different compression ratios) which means that when we change the measure-
ment matrix φ, we are forced to retrain our model which requires other databases and
more execution time. This problem will be corrected by the PnP algorithm that allows to
reconstruct x from y and φ:

x̂ = argmin
x

1
2
||y− φx||22 + τR(x), (13)

where τ is an equilibrium parameter between the l2 norm and the deep denoising prior
R(x) used to solve the minimization problem without re-training the model which enables
the flexibility of the algorithm.

To solve Equation (13), the ADMM technique could be applied [48]. In addition, a
denoising problem could be faced and then FFDNet algorithm is needed to solve it. The only
drawback with the FFDNet is the undesirable artifacts produced with high compression
ratios. This is due to the fact that learning with the FFDNet is made with a Gaussian noise
for video compressive sensing: for each iteration, the noise is different. To conclude this
approach, ref. [48] proposes an implementation of a video compressive sensing algorithm
that uses a DMD as a dynamic modulator and an E2E-CNN and PnP algorithms with
FFDNet for the video reconstruction.

The most recent research in temporal VCS is presented in [50]. It uses 3D CNN from
temporal compressive imaging and the residual network concept to exploit temporal and
spatial correlation among successive object frames. The idea of measurement calibration
algorithm in this approach has improved its final performances on both simulation experi-
ments and optical ones. Another recent work is proposed by Zheng et al. [51]. It consists of
an encoder-decoder flexible and concise architecture to reconstruct video frames in a CS
framework. The reconstruction process is based on deep unfolding structure that uses 2
stages. This reconstruction algorithm outperforms recent deep learning-based algorithms
as illustrated in Section 6 in terms of quality performances.

4.2. Spatial VCS

The compression approach in spatial video compressive sensing (SVCS) is based only
on the spatial domain which means that the sampling step is processed on the scene video
frame by frame. In the reconstruction phase, the frames are recovered independently. Then,
the reconstruction algorithm integrate an estimation process to predict the motions of the
preliminary recovered frames.

One of the most known conventional (non neural networks) SVCS methods used
is [52]. C. Zhao et al. propose an initial recovery of each frame independently using the
spatial correlation. Then, they optimize the output using the inter-frame correlation.

As in TVCS, Deep leaning is used to solve SVCS problems. In [53], K. Xu et al. propose
a robust algorithm to sample the different frames in the spatial domain. Then, they use CNN
and RNN to reconstruct the original video and enhance the recovery quality, respectively.
The video compressive sensing model was proposed to overcome the limitations of CS
cameras. CSVideoNet was inspired from CNN [54], that is a type of deep networks in
which filters and pooling operations are applied alternatingly on the input images to extract
their main features, and RNN architectures in order to improve the trade-off between
compression ratio and spatial-temporal resolution of reconstructed videos. High-speed
cameras can capture videos with frame rates that arrive up to 100 frames/s. This model
allows to improve the compression ratio and enhance the quality of the video.

Currently, two types of CS cameras are in use: the spatial multiplexing cameras
(SMC) and the temporal multiplexing (TMC) cameras. Since SMC cameras take fewer
measurements than the number of pixels, they suffer from low spatial resolution. However,
TMC cameras have low frame rate sensors in spite of their high spatial resolution. Thus,
in [53], a new model has been proposed in order to overcome the problem of spatial
resolution using SMC cameras. This model, represented in Figure 7, consists of 3 parts:
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a static encoder, a CNN network dedicated for the extraction of spatial features for each
frame of the compressed data and an LSTM network for motion estimation and video
reconstruction.

Figure 7. CSVideoNet Architecture.

In the proposed architecture, the design of the encoder is inspired from the CNN’s
architecture because the main goal does not only consist in extracting visual features but
also in preserving the details of the dynamic scenes. For this reason, the authors eliminated
the pooling layer which causes an information loss. In fact, the pooling layer allows to
progressively decrease the spatial dimensions to reduce the number of parameters and
as a result the complexity of the network. In addition, all feature maps have the same
dimensions as the reconstructed videos. The first fully connected layer enables to convert
the m-dimensional video data into 2D feature maps. The size of the video block in this
model is 32 × 32. All convolutional layers are followed by the ReLU activation function
except for the last layer. The CNN layers are divided into 2 types: 8 CNN Key layers and
3 non-key CNN layers.

The CNN key layers are compressed with a low compression ratio and non-key CNN
layers with a high compression ratio. The weight of the non-key CNN layers are shared to
reduce storage requirements. The Key frame that represents the input of the CNN key layer
is the key image of the video sequence and contains more information than the non-key
frames of the non-key CNN layers. In the implementation of the CSVideoNet solution, for
every 10 frames of the video, the 1st one is defined as the key frame.

The LSTM decoder is designed to improve the spatial-temporal resolution. In fact,
LSTM is used to extract the movement features that are essential to improve the temporal
resolution of the CNN output. In addition, it allows to reduce the size of the model and
therefore to obtain a faster speed of reconstruction. For this network, increasing the size of
the CNN has been tested, but it does not provide any improvement for the reconstruction
because the CNN network is unable to capture temporal features. So, the LSTM network is
important to improve the PSNR, which shows that the temporal resolution is processed at
this level. This proves the importance of LSTM for video reconstruction. Thus, CSVideoNet
is a non-iterative algorithm for real-time applications. The main goal of CSVideoNet is to
improve the reconstruction quality and the compression ratio.

In addition to the SVCS models already mentioned, two famous studies, based on
stacked denoising autoencoders [33] or CNN [34] have been proposed for spatial CS to
extremely fast reconstruct the frames from the compressively sensed measurements.

In conclusion, it is important to say that the SVCS is originally based on single pixel
cameras (SPC) to execute spatial multiplexing and enable video reconstruction by accelerat-
ing the acquisition process. However, there have been many extensions to the SPC. One of
the famous extensions aims to parallelize the SPC architecture by applying many sensors
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to separately sample spatial areas of the moving scene [55,56]. These prototypes are better
than traditional SPC not only in terms of the manufacturing cost but also in terms of the
measurement rate and the quality of the captured frames.

4.3. Spatio-Temporal VCS

Video compressive sensing approaches are mostly based on either temporal or spatial
domain. These approaches consider one single domain to compress data which is not
optimal. However, spatio-temporal data can convey more features that can be used to
optimize the sensing and the recovery processes. In fact, the spatio-temporal approach
consists in sampling both the temporal and spatial information simultaneously. In this
case, the sensing matrix becomes a sensing cube that encode the video i nits 3rd dimension.
In [57], T. Xiong et al. implemented a hardware-friendly algorithm for video compressive
sensing where the sensing cube, that is composed of either 1 or 0, is used to encode the video
signal into a single coded image. Then, the recovery phase is processed using dictionary
and simple sparse recovery. However, the computational cost of the recovery process used
in [57] remains one the major limitations of this spatiotempral VCS algorithm. In [58], the
same research team improved their previous work, by adding a CNN layer to extract key
features from the frames to enhance the recovery process and improve the sensing quality.
D. Lam et al. [59] propose a video sampling process divided into 2 steps. Firstly, the 3D
image volume is decomposed by a 3D Wavelet transform. Then, a second measurement is
obtained by a Noiselet transform. Using this sampling paradigm, the CS reconstruction,
with Total Variation, performs successfully.

Motivated by the success of convolutional neural network(CNN) in image processing,
3D CNN are commonly used for decades to extract useful features from video signals.
In [60], the authors apply a 3D CNN network to extract spatial and temporal features for
action recognition. This architecture is used later in [61] to design a 3D video compressive
sensing algorithm. One other similar approach is proposed in [62] which proposes a 3D
Convolutional network that is more suitable to extract spatiotemporal features compared
to 2D ConvNets by exploring the effect of different depths and filter sizes.

In the later work of Weil et al. [63], an improved version of ISTA-Net+ is proposed
which learns an adaptive sampling matrix by simultaneously optimizing the sampling
and reconstruction procedures. A two-phase joint deep reconstruction is adopted to
selectively exploit spatial-temporal information, consisting of a temporal alignment with
a learnable occlusion mask and a multiple frames fusion with spatial temporal feature
weighting (see Figure 8). The separated frames (key and non-key) reconstructions are
based on the attention mechanism that applies an adaptive shrinkage-thresholding for
discriminative transform coefficients suppression. A specific measure loss is also proposed
to ease the network optimization by reducing the inverse mapping space. Accordingly,
the reconstruction network is able to adaptively exploit spatial-temporal correlations to
recover the full video from few 3D samples of the original video tensor.

Figure 8. Overall architecture of STEM-Net.
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5. Video Single-Pixel Imaging and Video Snapshot Compressive Imaging

According to the modulation, video compressive sensing approaches can be catego-
rized into two main groups: Single-Pixel Imaging systems and Video Snapshot Compressive
Imaging (SCI), summarized in Table 4.

5.1. Single Pixel Imaging

Single-Pixel Imaging (SPI) is a novel paradigm that enables a device, equipped only
with a single point detector called single pixel camera (SPC), to produce high-quality
images. The general implementation of the SPI can be schematized as in Figure 9.

Figure 9. Single Pixel Camera diagram.

Technically, the single-pixel camera essentially detects the inner product of the video
and a set of patterns [4]. Then, need to solve an inverse problem to reconstruct the original
scene from the raw measurement.

Mathematically, let (Xt)t∈N ∈ RN×1, where Xt is the t-th frame of the detected video.
The SPC enables the access to the measurement vector (yt)t∈N ∈ RM×1, then the acquisition
step can be modeled by:

y = ΦXt∆t, ∀t (14)

where Φ ∈ RM×N is a dense matrix that encode the list of patterns (one row represents one
pattern of the modulator) and ∆t defines the integration time for each pattern. At each time
step, Φ ∈ RM×N is a matrix containing a set of M patterns. Generally, it is an orthogonal
basis (e.g., Fourier, Wavelet, Hadamard). Indeed, using these structural matrices enables
to accelerate the computational process because random matrices require huge storage
resources which affect the computational mechanism (Figure 10).

The most challenging part åin single pixel imaging is the reconstruction paradigm.
Therefore, many approaches were proposed in the last decade. These reconstruction
approaches can be categorized into two groups: traditional approaches and deep learning
based model.

In traditional strategies we find l2-regularized approaches [64] and l1-regularized
approaches [4,65] called also Total-variation approaches. Each approach has its advantages
and drawbacks. For l2-regularized approaches: they are faster but they lead to decreased
frame quality. However, l1-regularized approaches are much slower but they lead to better
image quality.

Recently, deep neural networks have been used successfully in signal pixel imaging
reconstruction problems. In [66], A. l. Mur et al. have exploited the spatio-temporal features
of video and proposed a Convolutional Gated Recurrent Units (ConvGRU) based algorithm
to reconstruct video frames already captured by a single pixel camera. N. Ducros et al. [67]
defined a generic convolutional network to recover the original video. In addition, in [47],
an auto-encoder network is proposed for SPI reconstruction purposes. However, this ap-
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proach does not exploit the temporal features of video scenes since it enables to reconstruct
the video frames independently.

Figure 10. Model of Single Pixel Imaging.

5.2. Video Snapshot Compressive Imaging

Compressing high-speed videos is already possible due to the huge research work
done in video snapshot compressive imaging (SCI). The video SCI system is composed
of two main networks: the hardware encoder and the software reconstruction (decoder)
network [68]. The hardware decoder represents the optical imaging framework and the
software decoder denotes the reconstruction algorithm. The hardware decoder aims to
compress the 3D video signal into a 2D measurement and the compression is done across
the third dimension (the temporal dimension in this case). This compression aims to avoid
huge memory storage and transmission bandwidth. The optical system is called the coded
aperture compressive temporal imaging (CACTI) [69] system. In this system ad during
one exposure time, the video scene is gathered by an objective lens and then coded by a
temporal-variant mask (shifting physical mask [69,70] or different patterns on a Digital
Micromirror Device (DMD) [7,71]). Then, the output is detected by a Charge Coupled
Device (CCD) and then integrated into one single measurement frame.

From a mathematical perspective, a video SCI system captures a dynamic scene of B
frames X ∈ Rh×w×B (h and w are the height and the weight of the frame, respectively) is
modulated by B masks C ∈ Rh×w×B before being integrated into one single measurement
frame Y ∈ Rh×w by a camera sensor in one exposure time (B frame). This operation is
expressed as follows:

Y =
B

∑
k=1

Xk ◦ Ck + G (15)

where ◦ and G ∈ Rh×w denote the Hadamard product and noise, respectively. Then, we
define y = Vec(Y) ∈ Rhw and g = Vec(G) ∈ Rhw. Correspondingly, we define x ∈ Rhw as:

x = Vec(X) = [Vec(X1)
T , . . . , Vec(XB)

T ]T (16)

The measurement y can then be expressed as:

y = [D1, ..., DB]x + g (17)
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where Db = diag(Vec(Cb) ∈ Rhw×hw, for b = 1 . . . B. We have in this case a matrix
[D1, . . . , DB] that is highly structured and sparse. Depending on the theoretical study
in [72], the original video can be reconstructed from the single measurement frame y
(Figure 11).

Figure 11. Model of Snapshot Compressive Imaging.

The second important part of video SCI is the reconstruction process which aim to
recover the original video from the 2D measurement frames and the masks. This process is
crucial to have a practical and efficient video SCI system. In the literature, the reconstruction
algorithms could be categorized into two categories: optimization based methods and
Deep Learning based algorithms. The optmization based algorithms, such as GAP-TV [44],
GMM [43], DeSCI [73], and PnP-FFDNet [74], require huge computational resources and
large reconstruction time. For instance, DeSCI, that has led recently the state-of-the-art
optimization based approaches, takes hours to generate a 256× 256× 8 video from one
single measurement frame). However, GAP-TV is a fast algorithm but it can not provide a
good reconstruction. In general, to use an algorithm in a real world application, we need a
PSNR > 30 which is not the case for GAP-TV [74].

In Deep Learning based methods [34,45,48,53,75–79], these problems have been ame-
liorated.

Indeed, Z. Cheng et al. [75] proposed a bidirectional neural network based method to
reconstruct the video frames from the measurement matrix and the masks by exploiting
the correlation of sequential frames. The idea behind this approach, illustrated in Figure 12,
is based on two main sub-networks: A deep convolutional neural network (CNN) with
ResBlock [80] and a self attention module [81] in order to reconstruct the first frame (refer-
ence frame), and a bidirectional neural network to reconstruct the rest of the frames. To
improve the quality of the reconstruction, an adversarial training is defined with the Mean
Square Error (MSE) loss. However, the main drawback of BIRNAT is its impractical compu-
tational time in the training phase (weeks to train a model of size 256× 256× 8 [82]) and
its huge GPU memory consumption that make it unsuitable for large-scale SCI applications
especially with the high-resolution videos used in real life.
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The GPU memory storage problem in the training phase is ameliorated in RevSCI-
net [82] by introducing a reversible CNN network to free the memory from the middle
activation generated by each layer of the network. This technique enables to redue the
memory cost from O(N) to O(1) (where N is the number of layers). RevSCI-Net rely
on an end-to-end CNN model exploring the temporal and spatial correlations of the
original video.

Figure 12. BIRNAT Architecture.

In addition to the speed issue, some deep learning based reconstruction algorithms,
such as BIRNAT, suffer from flexibility and adaptability problems which affect their per-
formances. Therefore, Z. Wang et al. [83] introduced a Meta Modulated Convolutional
Network (MetaSCI) as a new scalable and adaptive reconstruction model. MetaSCI is a fully
CNN approach that exploits the fast adaption encoding paradigm in order to efficiently
reconstruct the video frames in terms of memory consumption.

Recently, an ensemble learning based algorithm is proposed in [84], originally ex-
ploited in inverse problems, to enhance the scalability of video SCI reconstruction ap-
proaches. Zongliang et al. [85] still work on combining iterative algorithms and deep
neural networks. An online Plug-and-play algorithm is proposed to adaptively update the
model’s parameters using the PnP iteration, which enhance the network’s noise resistance.
The second part of the paper focus on color SCI videos. The authors present an ADMM
optimization and deep neural network to improve the output quality. Finally, a deep
equilibrium-based model is proposed in [86] that combines data-driven regularization
and stable convergence to deal with the problems of memory requirement and unstable
reconstruction in some exiting approaches.

Obviously, both categories have their advantages and drawbacks, which make this
research direction challenging and very promising for the future if we aim to come up
with a memory friendly model that consume less computational cost for our daily life
applications.

6. Comparative Study
6.1. Optimization-Based VCS Algorithms

Table 1 presents the complexity of optimization-based sparse recovery algorithms as
well as the minimum measurement requirement. It shows also some challenging issues
considered as crucial when designing CS reconstruction algorithms: Sparsity information,
Noise resistance and hardware feasibility:

• The sparsity information: it may not be provided for the reconstruction process
• Noise resistance: It is important to design a recovery algorithm where the measure-

ments are not affected by measurement noise
• Hardware feasibility: low-complexity algorithms can usually be implemented on

hardware devices for real-world applications
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Table 1. Complexity, minimum measurement requirement and crucial properties of CS recovery
algorithms.

Algorithms Min. Number of
Measurements Complexity No Requirement of

Sparsity Information Noise Resistance Hardware
Implementation

Basis Pursuit klog(N) O(N3) X

OMP klog(N) O(kMN) X X

StOMP Nlog(N) O(Nlog(N)) X X

ROMP klog(N)2 O(kMN) X X

CoSaMP klog(N) O(MN) X X

Subspace Pursuits klog( N
k ) O(MNlog(k)) X X

6.2. Deep Learning-Based VCS Algorithms
6.2.1. Quantitative Comparison
Training Details

It is important to mention that video compressive sensing algorithms (acquisition
and reconstruction) does not have a particular training dataset and can be applied on any
scene. Indeed, all experiments are trained on Densely Annotated VIdeo Segmentation
(DAVIS2017) [87] dataset. DAVIS2017 is an object segmentation dataset that contains
90 different videos with a resolution of 480× 894. To efficiently train the state-of-the-art
algorithms, 6516 videos of size 8 × 256 × 256 are generated from DAVIS2017 to learn
different parameters on the same compression ratio 1

8 . Then, all algorithms are tested
on 6 simulation datasets: Aerial, Drop, Kobe, Runner, Traffic, Vehicle to evaluate their
performances. All experiments are tested on the RTX 2080 GPU and Intel® Core™ i7-9700K
CPU (3.6 GHz, 32 GB memory).

Comparison Metrics

The following three metrics are employed to compare different approaches:

• Peak Signal to Noise Ratio (PSNR) [46]: Quality metric
• Structural Similarity Index (SSIM) [46]: Quality metric
• Reconstruction Time: this metric is used to prove whether the algorithm can be applied

in real-time applications at the testing step

Benchmark Results

We present a quantitative comparison to compare the quality performances of the fol-
lowing VCS algorithms: GAP-TV [44], DeSCI [73], PnP-FFDNet [74], Pnp-FastDVDNet [88],
GAP-FastDVDNet(online) [85], DE-RNN [86], DE-GAP-FFDnet [86], E2E-CNN [48], BIR-
NAT [75], MetaSCI [83], RevSCI [82], DeepUnfold-VCS [51], GAP-Unet-S12 [76], ELP-
Unfolding [84].

Table 2 summarizes the comparison of several VCS algorithms on PSNR, SSIM and
the reconstruction time. From this table, different performance results are plotted in
Figures 13–16 for visualization purposes. From Figures 13 and 14, we notice that iterative
algorithms (GAP-TV, DeSCI, PnP-FFDnet and PnP-FastDVDnet) provide inferior quality
performance results (both in terms of PSNR and SSIM) with low recovery speed (from one
second to even hours) which threaten their hardware implementation for real-time appli-
cations. However, the other deep learning-based algorithms outperforms these iterative
approaches in terms of quality performances with faster reconstruction time (<1 s). These
performances can prove the potential usability of deep learning-based approaches in real-
time applications. From Figures 15 and 16, we notice that DeSCI, the iterative algorithm,
provide little improvement over some deep learning-based algorithms on the Kobe, Runner
and Drop (e.g., PSNR: +2.22%,+1.65% and +0.15% over BIRNAT, +6.42%,+10.39% and
+4.7% over MetaSCI on Drop, Kobe and Runner, respectively). Indeed, these datasets
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are characterized by high-speed motions of some objects. However, we infrequently find
these features in DAVIS2017 dataset, which explain these results. As a result, high-speed
motions datasets are recommended while training these deep learning-based algorithms
to enhance their quality performances. In addition, we note that the recent ensemble
learning-based algorithm (ELP-Unfolding) is proposed to enhance the performance of the
previous algorithms by strategically generate and combine multiple models which confirm
the fact to consider this technique as a promising research topic in video reconstruction.
In addition, we notice from Figures 15 and 16, that DeepUnfold-VCS outperforms the
rest of the proposed algorithms in terms of quality performances (PSNR and SSIM) on
almost all experiments. In fact, the authors propose an algorithm that combines iterative
strategy and deep learning. In addition, they used a deep unfolding approach and exploit
its interpretability to reconstruct the video scene. In the other hand, GAP-net-Unet-S12 is
the fastest VCS reconstruction approach with good quality performances since it proposes
also to combine ADMM-net and neural networks. However, in contrast to DeepUnfold-
VCS, it proposes a CNN-based network which much faster than recurrent neural nets.
It can be used in real-time applications that require prompt capture and reconstruction
time. GAP-net-Unet-S12 can acquire and reconstruct up to 250 measurement per second.
To conclude, recent deep learning-based approaches proposed for VCS purposes present
good quality performances and research in this field becomes very competitive and very
challenging to come up with the fastest algorithm.

Table 2. Quantitative comparison of different approaches for video compressive sensing system. The
average results of PSNR in dB, SSIM and reconstruction time (seconds) per measurement. GAP-TV
and DeSCI are tested on CPU while other approaches are on GPU.

Algorithms Year Aerial Drop Kobe Runner Traffic Vehicle Average Time

GAP-TV [44] 2016 25.03 33.81 26.45 28.48 20.90 24.82 26.58 4.2
0.828 0.963 0.845 0.899 0.715 0.838 0.848

DeSCI [73] 2019 25.33 43.22 33.25 38.76 28.72 27.04 32.72 6180
0.860 0.993 0.952 0.969 0.925 0.909 0.935

PnP-FFDNet [74] 2020 24.02 40.87 30.47 32.88 24.08 24.32 29.44 3.0
0.814 0.988 0.926 0.938 0.833 0.836 0.889

Pnp-FastDVDNet [88] 2021 27.98 41.82 32.73 36.29 27.95 27.32 32.35 18
0.897 0.989 0.946 0.962 0.932 0.925 0.942

GAP-FastDVDNet(online) [85] 2022 28.24 41.95 32.95 36.41 28.16 27.64 32.56 35
0.897 0.989 0.951 0.962 0.934 0.928 0.944

DE-RNN [86] 2022 24.83 30.16 21.46 27.85 19.47 23.65 24.53 4.68
0.855 0.909 0.697 0.818 0.715 0.832 0.804

DE-GAP-FFDnet [86] 2022 26.02 39.89 29.32 33.06 24.71 25.85 29.81 1.90
0.892 0.992 0.952 0.971 0.907 0.905 0.936

E2E-CNN [48] 2020 27.18 36.56 27.79 34.12 24.62 26.43 29.45 0.0312
0.869 0.949 0.807 0.947 0.840 0.882 0.882

BIRNAT [75] 2020 28.99 42.28 32.71 38.70 29.33 27.84 33.31 0.16
0.927 0.992 0.950 0.976 0.942 0.927 0.951

MetaSCI [83] 2021 28.31 40.61 30.12 37.02 26.95 27.33 31.72 0.025
0.904 0.985 0.907 0.967 0.888 0.906 0.926

RevSCI [82] 2021 29.35 42.93 33.72 39.40 30.02 28.12 33.92 0.19
0.924 0.992 0.957 0.977 0.949 0.937 0.956

DeepUnfold-VCS [51] 2022 30.86 44.43 35.24 41.47 31.45 30.32 35.63 1.43
0.965 0.997 0.984 0.994 0.977 0.976 0.982

GAP-Unet-S12 [76] 2020 28.88 42.02 32.09 38.12 28.19 27.83 32.86 0.0072
0.914 0.992 0.944 0.975 0.929 0.931 0.947

ELP-Unfolding [84] 2022 30.68 44.99 34.41 41.16 31.58 29.65 35.41 0.24
0.943 0.995 0.966 0.986 0.962 0.960 0.969
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Figure 13. Trade-off between quality (in PSNR) and testing time of several VCS reconstruction
algorithms.

Figure 14. Trade-off between quality (in SSIM) and testing time of several VCS reconstruction
algorithms.

Figure 15. Performance comparison based on PSNR obtained by several VCS reconstruction algo-
rithms on 6 grayscale benchmark datasets.
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Figure 16. Performance comparison based on SSIM obtained by several VCS reconstruction algo-
rithms on 6 grayscale benchmark datasets.

6.2.2. Qualitative Comparison

Different VCS approaches, together with their specific advantages and limitations, are
summarized in Tables 3 and 4 to compare their qualitative performances that should be
taken into consideration while implementing the network for a particular application.

Table 3. Different algorithms for video compressive sensing (Part 1).

Classification
Type Category Traditional/DL Algorithm’s Class Examples Advantages Limitations

Sampling
strategy

Temporal
VCS Traditional GMM based GMM [43]

Parallel
processing can
be used, good
quality
performances,
flexibility

Too computationally
slow, slow
reconstruction process,
use only the temporal
domain to compress the
video

TV based GAP-TV [44]

DL

Deep fully connected
network for VCS [45],
DCAN [47],
E2E-CNN [48]

Spatial VCS Traditional Reweighted residual
sparsity VCS-RRS [52]

Good
performances,
flexibility

use only the spatial
domain to compress the
video, Low scalability

Extended
architectures of SPC

FPA-CS [55], LiSens
[56]

High spatial
resolution,
flexibility

Expensive

DL RNN based CSVideoNet [53],
SDA-CS [33]

CNN based ReconNet [34]

Spatio-
temporal
VCS

Traditional ST-approach [57]

Sample the
temporal and
spatial
dimension
simultaneously

Huge computational
cost

TV based
3D-Wavelet and
3D-Noiselet approach
[59]

DL CNN based [58,60–62]
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Table 4. Different algorithms for video compressive sensing (Part 2).

Classification
Type Category Traditional/DL Algorithm’s Class Examples Advantages Limitations

Modulation
strategy

Video Snapshot
Compressive
Imaging

Traditional Sparse based
Low-Cost Compressive
Sensing for Color Video
and Depth

Good flexibility Very slow algorithms

TV based TwIST [49], GAP-TV [44]

GMM GMM (Off-line training)
[43]

Dictionary Learning 3D K-SVD

DL Deep Unfolding
ADMM-Net [78],
BIRNAT [75],
RevSCI-Net [82],
MetaSCI-Net [83]

Good reconstruction
quality, Fast
algorithms, less GPU
memory
consumption
(RevSCI-Net,
MetaSCI-Net)

Less flexible, Not robust
to real data noise,huge
GPU memory
consumption (BIRNAT,
ADMM-Net)

Plug and Play [48,74]
Good trade-off
between accuracy,
speed and flexibility

The training phase can
be slow

End-to-End E2E-CNN [48] Fast algorithms Low flexibility

Single pixel
Cameras Traditional l1-regularized approach Good quality Slow

l2-regularized approach Fast Less good quality

DL RNN based [66] Good reconstruction
quality,

Huge computational
time

CNN based [67] Faster training Huge memory
consumption

Auto-encoder based [47]

7. Compressive Sensing: Research Challenges and Opportunities

Data today is generated at exponentially growing rates which creates unbearable
demands on the sensing, storage and processing devices. Indeed, thousands of data centers
are built worldwide to store this huge amount of data which leads to extremely high power
that is consumed on acquiring and processing. As long as we generate more data there is
an urgent need for novel data acquisition and processing concepts such as compressive
sensing.

Obviously, there is a tremendous intellectual progress in compressive sensing and
sparse representation systems. Therefore, many mathematical concepts such as probability
theory, convex optimization and reconstruction algorithms become an essential toolbox for
many researchers and engineers to design and develop real-world applications.

Hence, in the future, we are going to talk about designing hybrid systems that integrate
hardware and software, where these two systems are implemented simultaneously from
the beginning using the mathematical concepts described above.

Also, a new research direction has appeared with deploying a video compressive sens-
ing system with edge computing to optimize the memory storage and bandwidth [89]. In
addition, theoretical studies on detection algorithms directly from the snapshot compressed
measurement have already started [90]. Finally, we can say that compressive sensing allows
us to think about data, complexity, algorithms and hardware at the same time. In a nutshell,
the answer will be an algorithm with better flexibility, accuracy and speed.

8. Conclusions

In this review, after reformulating the compressive sensing paradigm, we have closely
reviewed the fundamentals of image and video compresssive sensing. In addition, we
analyzed the backbone deep learning based architectures for image and video CS in order
to provide the CS community the essential background knowledge. Indeed, we classified
different concepts of compressive sensing in general and image and video compressive
sensing in particular into categories to facilitate their understanding. The methods have
been analyzed in this review from different angles: network architecture, contribution,
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complexity and performance results. In the end, we have discussed the future research
challenges of compressive sensing. In conclusion, compressing sensing is a promising
research direction in order to optimize data gathering and processing. Although there have
been great achievements in this field, there is still room for improvement in image and
video compressive sensing using neural networks.
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