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Abstract: An earth pressure balance (EPB) TBM is used in soft ground conditions, and these conditions
lead to the fluctuation and instability of machine parameters. Machine parameters influence cutter
wear and tunnel excavation. For this reason, to evaluate and predict the cutter wear of an EPB TBM, a
1D CNN model was used to provide machine-parameter-based cutter wear prediction using an EPB
TBM operational dataset. The machine parameters were split into 80% training and 20% test datasets.
Compared to traditional machine learning applications and two deep neural network models, the
proposed model provided reliable results with a reasonable computational time. The correlation
coefficient was 89.6% R2, the mean squared error (MSE) was 57.6, the mean absolute error (MAE)
was 1.6, and the computational wall time was 3 min 22 s.

Keywords: EPB TBM; tool wear; deep learning; soft ground tunnelling; cutter life; operational
parameters; convolutional neural network

1. Introduction

A tunnel boring machine (TBM) is a mechanized tunnelling tool that excavates a wide
range of geological formations. Unlike conventional tunnelling, mechanized tunnelling
is widely preferred in the industry due to the safety, speed, and versatility of tunnel
boring machines. However, TBMs encounter different adverse effects such as rock burst,
clogging, groundwater, and cutter tool wear [1–4]. These events lead to time-consuming
tunnel construction and high operational and maintenance costs for the tools. Furthermore,
the failure of the cutting tool dominates the downtime and high maintenance cost in
mechanized tunnelling [5–7]. Rong, Xuening, et al. [8] stated that unproper tool wear
inspection leads to cutter head damage while the machine excavates a tunnel. According
to Su Weilin et al. [9], if overworn cutters are not changed in time, higher torque occurs,
and other parts of the TBM are damaged, resulting in excessive delay in the excavation
process. Therefore, cutter wear prediction is crucial in the mechanized tunnelling industry.
Several models have been provided by many researchers. They are classified as empirical,
probabilistic, and artificial intelligence models.

2. Literature Review

Empirical and semiempirical models have been provided by previous authors [10–18]
to predict the cutter wear of TBMs. They consider rock parameters (CAI, UCS, quartz
content, Vicker’s hardness number (VHNR), fracturing degree, porosity, drilling rate
index, and rock mass classification), machine properties (thrust, torque, penetration rate,
rpm, and TBM diameter), and cutter geometry to estimate cutter tool life. However,
they have drawbacks, such as requiring special laboratory equipment, working with a
small number of input parameters, and having a high computational time due to the
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experimental setup process. However, Farrokh [19] provided a probabilistic approach
using a regression-based empirical formula for tool life prediction. Moreover, they applied
various multivariate regression analyses with geotechnical parameters (quartz content
(EQC), soil strength (Tc), 60% passing soil size (D60), and standard penetration test (SPT))
for tool life estimation. Nevertheless, multivariable regression analysis is limited by the
size of the input parameters. The probabilistic approach is not able to work with high-
dimensional datasets. However, a TBM produces a large amount of data during excavation;
thus, traditional regression analysis is not adequate for mechanized tunnelling evaluation.
Therefore, many studies have been carried out to overcome the gap in the empirical
formula and in the probabilistic models using artificial intelligence approaches. Most of
the previous authors implemented artificial intelligence models for TBM penetration rate
prediction [20–33]. Besides penetration rate prediction, artificial intelligence is rarely used
for cutter wear prediction.

Arsalan M. et al. [34] established traditional machine learning models, such as Gaus-
sian process regression, support vector regression, decision tree, and k-nearest neighbor,
for cutter tool life prediction. In these applications, specific energy, quartz content, excava-
tion depth, thrust force, cutter head rotation speed, penetration rate, screw rate, grouting
pressure, and soil pressure were taken into account as the input, while disc cutter life
(m3/cutter) was the output. However, these artificial intelligence models have disadvan-
tages, such as overfitting, not being able to work with a large dataset, and memorizing
the computational process. Massalov et al. [35] used the Norwegian University of Science
and Technology (NTNU) cutter life index for cutter prediction. Rock mechanical properties
(UCS, BTS, brittleness, and density) were used with an artificial neural network (ANN)
and fuzzy logic algorithm. However, the NTNU-based model requires a specific laboratory
setup to acquire cutter wear index. For this reason, Honggan Yu et al. [36] provided a 1D
CNN model for disc cutter life prediction and considered the operational parameters of a
TBM. The proposed model is related to the new health index for real-time estimation based
on the small rolling excavated distance and maximal rolling distance. Nevertheless, accord-
ing to Honggan Yu et al. [36], the proposed model had a shortcoming due to the disc cutters
hardly reaching their wear limit for applications of the health index. Furthermore, the
model requires the real maximal rolling distance, and if the real maximal rolling distance
is not adequate, an alternative rolling distance should be created. Therefore, the model
is complicated and not easy to implement. However, K. Elbaz et al. [37] implemented
the group method handling–genetic algorithm combination, with geological parameters
and operational properties (UCS, Qc, RQD, PR, TH, GP, SP, and SE) as the input and Hf
(m3/cutter) utilized as the output for the estimation model. The GMDH is a self-organizing
method that can be applied to solve complex problems on nonlinear systems, despite it
having drawbacks, such as being trapped in a local minimum and being unable to find a
global minimum.

In summary, most of the previous models have been applied to hard rock TBM
operations, and they have several shortcomings. For this reason, a new 1D CNN model is
proposed in this research. Unlike prior applications, the proposed model is created for soft
ground mechanized tunnelling and big data. The input parameters were obtained from a
micro-tunnelling project rather than large-scale TBM sizes. The proposed model provides a
more reliable and fast computation compared to previous models.

The main purpose of this research is to investigate pipe jacking EPB TBM cutter tool
life prediction using the suited 1D CNN regression through high-dimensional machine
parameters and to overcome the gaps in the previous model. During the shield-type tunnel
construction of a water tunnel in Japan, a huge number of real-time operational data
were recorded. In this research, actual tool wear (wear amount in mm) was recorded from
inspection points 205, 344, 493, and 623, and machine parameters were collected from a total
of 723 rings in the shield tunnel. Moreover, the main geology of the tunnel is sandy silt and
sandy gravel. Additionally, the novel 1D CNN regressor model was originally made for soft
ground mechanized tunnelling. The model was compared to different traditional machine



Appl. Sci. 2022, 12, 2410 3 of 17

learning models and deep neural networks (extratree regression, light gradient boosting,
gradient boosting, random forest, AdaBoost, k-NN regression, multilayer perceptron neural
network, and LSTM) to determine the model’s high reliability. The main contribution of this
research is that the algorithm works with soft ground mechanized tunnelling operational
parameters. It provides a low computational time, which is 3 min 22 s, and it can work
with high-dimensional datasets. Compared to limited site investigation information, the
algorithm can work with real-time recorded machine parameters. Figure 1 shows the
proposed 1D CNN disc cutter wear prediction using the information of the inspection
points of the tunnel and the EPB TBM operational data. The inspection points’ information
was used to obtain the cutter wear index for the output data, and the operational data were
used as the input features.
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3. EPB Machine Specifications

The water tunnel project is an agricultural water transport tunnel project, and a pipe-
jacking-type EPB TBM was operated in the tunnel excavation. A picture of the cutter
arrangement is shown in Figure 2. The machine specifications are shown in Table 1. The
tunnel diameter is 2.95 m. The daily tunnel advancement is between 2 and 8 m.
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Table 1. EPB TBM machine specifications.

Machine Specifications

Shield outer diameter (m) 3.12
Shield length (m) 7.42

Thrust force (kN/m2) 1342
Shield jack speed (mm/min) 63

Torque (kN.m) 886

4. Engineering Geology

The water tunnel geology was identified by three main boreholes in a site investigation.
Borehole 1 is the entrance shaft, and its length is 23.35 m; borehole 2 is the middle of the
tunnel, with a 24.27 m length; and borehole 3 is the reaching shaft, with a length of 21.38 m.
Figure 3a shows the borehole 1 core sampling, which consisted of silty clay and silt mixed
gravel. Figure 3b presents the soil type of the middle shaft (borehole 2), which consisted
of sandy clay and silty sand. Figure 3c shows the reaching shaft (borehole 3) soil type,
which consisted of clay silt and silty gravel. Figure 4 illustrates the borehole locations and
tunnel lithologies on the engineering geology map. Moreover, Table 2 presents the soil
layer classes and consolidated undrained triaxial test results.

Appl. Sci. 2022, 12, x FOR PEER REVIEW 4 of 17 
 

Table 1. EPB TBM machine specifications. 

Machine Specifications 
Shield outer diameter (m) 3.12 

Shield length (m) 7.42 
Thrust force (kN/𝑚 ) 1342 

Shield jack speed (mm/min) 63 
Torque (kN.m) 886 

4. Engineering Geology 
The water tunnel geology was identified by three main boreholes in a site investiga-

tion. Borehole 1 is the entrance shaft, and its length is 23.35 m; borehole 2 is the middle of 
the tunnel, with a 24.27 m length; and borehole 3 is the reaching shaft, with a length of 
21.38 m. Figure 3a shows the borehole 1 core sampling, which consisted of silty clay and 
silt mixed gravel. Figure 3b presents the soil type of the middle shaft (borehole 2), which 
consisted of sandy clay and silty sand. Figure 3c shows the reaching shaft (borehole 3) soil 
type, which consisted of clay silt and silty gravel. Figure 4 illustrates the borehole locations 
and tunnel lithologies on the engineering geology map. Moreover, Table 2 presents the 
soil layer classes and consolidated undrained triaxial test results. 

 
Figure 3. Tunnel geology: (a) entrance shaft, (b) middle shaft, (c) reaching shaft. 

 
Figure 4. Engineering geology tunnel profile. 

  

Figure 3. Tunnel geology: (a) entrance shaft, (b) middle shaft, (c) reaching shaft.

Appl. Sci. 2022, 12, x FOR PEER REVIEW 4 of 17 
 

Table 1. EPB TBM machine specifications. 

Machine Specifications 
Shield outer diameter (m) 3.12 

Shield length (m) 7.42 
Thrust force (kN/𝑚 ) 1342 

Shield jack speed (mm/min) 63 
Torque (kN.m) 886 

4. Engineering Geology 
The water tunnel geology was identified by three main boreholes in a site investiga-

tion. Borehole 1 is the entrance shaft, and its length is 23.35 m; borehole 2 is the middle of 
the tunnel, with a 24.27 m length; and borehole 3 is the reaching shaft, with a length of 
21.38 m. Figure 3a shows the borehole 1 core sampling, which consisted of silty clay and 
silt mixed gravel. Figure 3b presents the soil type of the middle shaft (borehole 2), which 
consisted of sandy clay and silty sand. Figure 3c shows the reaching shaft (borehole 3) soil 
type, which consisted of clay silt and silty gravel. Figure 4 illustrates the borehole locations 
and tunnel lithologies on the engineering geology map. Moreover, Table 2 presents the 
soil layer classes and consolidated undrained triaxial test results. 

 
Figure 3. Tunnel geology: (a) entrance shaft, (b) middle shaft, (c) reaching shaft. 

 
Figure 4. Engineering geology tunnel profile. 

  

Figure 4. Engineering geology tunnel profile.



Appl. Sci. 2022, 12, 2410 5 of 17

Table 2. Description of lithologies.

Borehole
Number Depth (m)

Soil
Layers

Soil
Layers

Test
Points

Elastic
Module
(MN/m2)

Consolidated
Undrained Triaxial Test

Cohesion
(kN/m2)

Friction
Angle

No. 1
7.50 Silty clay Vcs 6 15.97 16.4 31.04
10 Sandy silt mixed with gravel Vcs 5 14.76 21.4 41.37

No. 2
16 Sandy clay Vsg 50 83.45 92.1 31.27

19.50 Silty sand Vsg 18 45.20 60.5 23.33

No. 3
11 Silty clay Vcs 4 4.37 19.7 27.25

14.50 Silty gravel Vg 34 62.37 2.7 40.44

In this study, soil layers were divided into three main groups on the basis of grain size
distribution. Section 4.1 explains the grain size distribution and characterization in detail.

4.1. Grain Size Distribution and Characteristics

The granular characteristics and soil classification are based on the Japan Unified Soil
Classification System [38–40]. The system is correlated with the World Reference Base for
Soil Resources and Soil Taxonomy USDA. The Vcs layer is classified as high silt content
and gravel–mixed silty sand content (MH and MHS-G). The Vsg layer is identified as
two different soil types, (1) fine-grained sandy gravel and (2) high gravel content with
GFS and MHS. The Vg layer is described as fine-grained, pulverized sand and refers to
GFS with a large amount of gravel. The particle size characteristics are divided into the
following four groups: gravel (2 mm or more), sand (75 µm to 2 mm), silt (5 to 75 µm),
and clay (5 µm or less). The soil properties accumulate into the following three main
groups: sandy soil, gravel soil, and cohesive soil. The granular system is dependent on
the triangular system [40], which is shown in Figure 5a. The triangular coordinates for the
medium classification are illustrated in Figure 5b. The subclassification of coarse soil and
fine-grained soil is presented in Figure 5c.
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5. EPB Cutting Tool Wear and Machine Parameters

The EPB TBM (Figure 2) was dressed in different cutter tools, namely, a block bit,
reamer bits, and disc cutters. Block bit tools are used to excavate nonabrasive soft-to-
medium strength geological formations. Disc cutters are preferred for very dense, well-
cemented soil and gravel boulders. Generally, disc cutters perform well in rock, but when a
TBM excavates soft ground, disc cutters are exposed to frequent blockage and stop rotating.
Therefore, disc cutters are faced with wear due to geological formation changes [41–43]. In
this project, the total number of cutting tools changed to complete a full cutter head was
157: 52 disc cutters, 32 reamer bits, 68 block bits, and 5 leading bits. The cutter tools are
shown in Figures 6–9, respectively.
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In previous studies [44,45], cutter life was defined as the amount of excavated material
divided by the cutters consumed (m3/cutter

)
, the hours of boring time divided by the

cutters consumed (hours/cutter), and the excavated length by the total number of cutters
(m/cutter). In this research, actual cutter life was obtained on the basis of excavated
volume per disc cutter wear extent (m3/mm

)
due to the fine- or coarse-grained size of

sandy gravel formation and normal or abnormal wear. Liu et al. [46] provided a prediction
formula for the wear amount of disc cutter life to evaluate the normal and abnormal wear
of disc cutters. The formula of the wear amount of the disc cutter is given in Equation (1).

E f =
π·D2·L

4·M (1)

where D is the tunnel diameter, L is the excavated tunnel length, and M is the total amount
of normal and abnormal disc cutter wear.

During the construction of the water tunnel project, all machine data were recorded
in real time. While excavating the tunnel, 32 operational parameters were monitored and
recorded. Among the 32 machine parameters, 18 machine parameters were selected for
disc cutter wear as the input parameter of the 1D CNN regression model. A descriptive
analysis of the machine parameters is shown in Table 3. The selected machine parameters
are related to EPB TBM wear issues. Therefore, the thrust force, torque, cutter rolling speed,
screw pressure, propulsion speed, screw rotation speed, four sides of earth pressure in the
cutter chamber, two different shield jack strokes, gate opening, mud injection pressure, add
mudflow, back in injection rate, digging velocity (left), and digging velocity (right) were
determined to anticipate the disc cutter life. According to Sadegh et al. [41], thrust and
torque are critical parameters for cutter life because, if the thrust and torque are higher
than the requirement, cutter tools are exposed to brittle failure. Furthermore, based on the
work of O’Carroll [42], if an EPB TBM is employed at a higher earth pressure than that
required, the torque and excessive wear on the cutter head and cutting tools will increase.
Moreover, Jakobsen and Lohne [47] proved that increasing cutter rolling speed impacts
cutter wear. In addition to the thrust, torque, earth pressure in the cutter chamber, and
cutter head rotation speed, the rest of the machine parameters have not been evaluated for
cutter life prediction to date. Compared to the limited number of rock and soil parameters,
machine parameters are high-dimensional and real-time data. According to Sadegh et al.
and O’Carroll [41,42], there are only a few studies related to machine-parameter-based tool
life prediction. Although empirical, probabilistic, and a few artificial intelligence models
exist, there is no universal formula or research in this field.
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Table 3. Descriptive machine parameters and output Ef (m3/mm).

Descriptive
Pressure Gauge

(kPa)
Digging

Velocity (mm/min)
Shield Jack Stroke

(mm)
Propulsion
Pressure

(MPa)

Total
Thrust

(kN)

Cutter
Torque
(kN.m)

Cutter
Rolling
Velocity

(rpm)

Screw
Pressure

(MPa)

Screw
Rotation
Speed
(rpm)

Gate
Opening

(%)

Mud
Injection
Pressure

(MPa)

Add
MudFlow

(L/min)

Back in
injection

rate
(%)

Ef

(m3/mm)
1 2 3 4 Left Right Left Right

Count 726 726 726 726 726 726 726 726 726 726 726 726 726 726 726 726 726 726 726
Mean 64.95 60.85 58.51 67.22 13.74 13.27 694.17 696.96 15.75 3459 482 1.96 2.85 0.90 29.40 0.18 16.33 96.9 39.79

Std 32.64 36.99 36.26 36.88 14.14 10.71 137.75 213.39 5.82 1268 69 0.27 5.42 2.96 12.16 0.08 8.24 37.71 22.6
Min 0 0 0 0 0 0 0 0 0 0 0 0 −114 −1.21 0 0 0 0 0
25% 42.43 35.90 31.63 39.75 8.18 8 692.27 689.31 11.36 2517 449 1.87 2.66 0.30 22.72 0.14 10.2 79.54 30.15
50% 60.45 53.90 56.13 64.19 12 12 700.5 699 14.90 3290 478 2 2.93 0.55 27.09 0.17 15.56 91.36 39.81
75% 80.79 76.81 84.38 88.43 17.34 16.90 706.63 707.15 19.97 4335 515 2.06 3.35 1.1 35.63 0.22 21.48 110.2 59.39
Max 210.27 259 175.36 426.93 336 239 3504.2 5946 31.54 7160 694 7 7.69 78.25 67.27 1.6 58.31 560 78.7
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Machine Parameters and Tool Wear Evaluation

Disc cutter life was predicted using each operational parameter obtained from each
ring of the shield tunnelling. According to Hassanpour and Köppl et al. [5,48], the number
of cutter changes was mostly applied in previous studies, whereas excavated volume per
disc cutter wear extent (m3/mm) was only used in [46].

In this research, disc cutter wear was recorded at the end of four excavation lengths,
namely, 205 m, 344 m, 493 m, and 623 m. The cutter tools’ wear amount was measured
by a disc-measuring ruler and caliper on the tunnel site. The wear measurements of the
disc cutters, reamer bits, block bits, and leading bits are shown in Figure 10a–d, respec-
tively. However, in this study, only the disc cutters mounted on the EPB TBM cutter head
were considered.
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The total wear amount of the disc cutter tools is shown in Table 4. According to
Equation (1), the total amount of the wear value (M) was obtained as an arithmetic average
of the total amount of wear at inspection points 205, 344, 493, and 623. The (M) value was
calculated using Equation (2).

M =
1
n ∑n

i=1 ai (2)

where M is the arithmetic average of the total amount of cutter wear, n is the number of
values, and ai is the total wear per ring number.
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Table 4. Ring number and total wear amount of disc cutters.

Inspection Points Total Wear (mm)

205 76
344 33
493 41
623 103

Total 253
M (arithmetic average) 63.3

Furthermore, the EPB TBM thrust force and torque fluctuation in the excavated tunnel
length are shown in Figure 11a,b, respectively. Due to the fluctuation of advancement forces,
cutter tools are exposed to unplanned wear. Moreover, an EPB TBM works in a hyperbaric
pressure environment, so proper stability pressure in the cutter chamber is another critical
parameter for tool life. Figure 12a–d show pressure measurement in pressure gauges 1–4,
respectively. The rpm of the cutter head is important for the penetration rate, and the EPB
TBM rpm change is presented in Figure 13. The machine parameters were exposed to
fluctuation due to the engineering geology discussed in Section 4.
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6. Explanation of CNN

Aloysius and Geetha, and Albawi [49,50] explained that the convolutional neural
network (CNN) was inspired by the visual cortex of animals. The CNN was initially
utilized for object detection. Then, it was widely used in the deep neural network field
for different applications, such as text detection, action recognition, classification, and
regression analysis. Dhillon [51] stated that the CNN is composed of neurons, with each
neuron having a learnable weight and bias. The CNN includes input layers, output layers,
and multiple hidden layers. Hidden layers are formed by convolutional, pooling, fully
connected, and normalization layers. The working principle of the convolutional layers
is to merge two sets of information and then simulate the feedback of individual neurons
to present visual stimuli. Another property of the CNN is pooling, which is implemented
to decrease dimensionality. Furthermore, the fully connected layer works to connect
one layer to every neuron in another layer. The initial purpose of the fully connected
layer is to classify the input parameters into several classes on the basis of training data. A
convolutional neural system indicates that the system uses a mathematical linear calculation
called convolution instead of regular matrix multiplication in one or more layers.

7. Proposed 1D CNN Regression for Cutter Wear Prediction

The CNN model is commonly used for classification tasks with category-based
datasets. However, CNNs are rarely applied to numerical values and regression anal-
ysis. Therefore, the traditional CNN model was merged with the regression problem due
to the numerical input and output data. The proposed 1D CNN regression architecture
was used for high-dimensional regression analysis, and the 1D CNN model was inspired
by [36,52]. Moreover, to reduce training time and to obtain a shorter computational time for
fully connected layers, the kernel size was set to 3 [53]. Furthermore, the filter size (count) is
the power of two between 32 and 1024. Even though a high filter size can create a powerful
model, it can lead to overfitting. For this reason, 32, 64, 128, and 256 filter sizes were chosen
for our model. However, the proposed 1D CNN model architecture and hyperparameters
were constructed to suit the EPB TBM numerical dataset using Python Keras-Tensorflow.
The proposed 1D CNN model architecture is shown in Figure 14. Before model training,
the data were split; 80% of the data were used for training, and 20% of the data were tested.
The CNN model was created using four convolutional layers within four max-pooling
layers. The 1D CNN architecture was obtained by trial and error on the basis of correlation
coefficient and loss function mean square error. The first convolutional layer consisted of
32 filter sizes, 3 kernel sizes, and the ReLU activation function. The second convolutional
layer included 64 filter sizes, 3 kernel sizes, and the ReLU activation function. The third
and the fourth convolutional layers comprised 128 filter sizes, 3 kernel sizes, and the Leaky
ReLU activation function, and 256 filter sizes and 3 kernel sizes within the Leaky ReLU
activation function, respectively. After convolutional and max-pooling layers, the flatten
layer was implemented to transform the data into a single vector. To avoid overfitting, the
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dropout function was utilized with 20%. After dropout, there were two fully connected
layers with 512 and 128 filter sizes and the Leaky ReLU activation function before the
output layer. The output layer was one filter size with the linear activation function due
to the one output. For the model compilation, the loss function was determined as the
mean square error, and the model metric was selected as the mean absolute error. The
Keras’ Adam function was performed as a model optimizer. Moreover, the Adam function
is a stochastic gradient-descent-based optimizer, and it provides avoidance of the local
minimum trap. A summary of the proposed CNN model is shown in Table 5. The 1D
CNN model has a total of 1,375,553 trainable parameters with 5 batch sizes and 100 epoch
sizes. The proposed 1D CNN model computational time (wall time) is 3 min 22 s, so the
deep learning model provides a fast calculation for a large dataset. The important CNN
activation and loss functions are described in Sections 7.1–7.6.
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Table 5. Proposed 1D CNN model summary.

Layer Output Shape Parameters

Conv_1 (1D) (None, 1532) 128
MaxPooling1D (None, 1532) 0

Conv_2 (1D) (None, 1364) 6208
MaxPooling1D (None, 1364) 0

Conv_3 (1D) (None, 11,128) 24,704
MaxPooling1D (None, 11,128) 0

Conv_4 (1D) (None, 9256) 98,560
MaxPooling1D (None, 9256) 0

Flatten (None, 2304) 0
Dense_1 (None, 512) 1,180,160
Dense_2 (None, 128) 65,664

Output (Dense) (None, 1) 129
Trainable Params 1,375,553

“None” refers to the batch size of the model.

7.1. Data Preprocessing

Before model training and data splitting, the EPB TBM machine parameters were
standardized using Equation (3).

z =
x− µ

σ
(3)

where µ is the mean, σ is the standard deviation of the input parameters, and z is an element
of the normalized training data.

7.2. ReLU Function

The rectified linear unit (ReLU) is a linear activation function with zero thresholds as
in Equation (4). The convergence of the gradient descent can be accelerated by applying
ReLU [49,50]. The ReLU function is used for negative values in the dataset to return 0.
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Furthermore, the ReLU function was utilized to obtain easier training and high model
performance.

ReLU(x) = max(0, x)
d

dx (x) = {1 i f x > 0; 0 otherwise} (4)

7.3. Leaky ReLU

The leaky ReLU is a slightly adjusted version of the ReLU function and is shown in
Equation (5) [49].

f (x) =
{

x, x ≤ 0
0.01x, otherwise

(5)

7.4. Mean Squared Error (MSE)

The mean squared error (MSE) function was used as a loss layer in the convolutional
neural network to compute the loss or error between the actual and predicted output. The
MSE was proposed for the regression task. Equation (6) presents the MSE loss function [54].

MSE =
1
n

n

∑
i=1

(yi − ŷi) (6)

where n refers to the size of the test dataset, yi is the actual output, and ŷi is the pre-
dicted output.

7.5. Mean Absolute Error (MAE)

The mean absolute error (MAE) function was used as a metric of the output layer
in the proposed convolutional neural network. The MAE shows the percentage of the
estimated variables. Equation (7) expresses the MAE formula [55].

MAE =
1
n

n

∑
i=1

(yi − ŷi) (7)

7.6. Regularization

The regularization layer was implemented in the convolutional neural network model
to avoid overfitting while model training. The name of the application was Dropout, and
the Dropout value was set to 20% for the proposed 1D CNN model. Each hidden unit was
arbitrarily omitted from the network with a likelihood of 0.2; thus, a hidden layer unit
could not rely on other hidden layers being represented [52,55].

8. Model Comparison

The 1D CNN regression model performance was considered using the mean squared
error (MSE), mean absolute error (MAE), and correlation coefficient (R2) evaluation metrics.
The MSE and MAE metrics are described in Equations (6) and (7), respectively. The
model prediction and corresponding actual distribution with the fit line are shown in
Figure 15a. Figure 15b illustrates the error between the predicted and actual cutter wear
with a histogram. Figure 15c presents the 1D CNN learning curve with 100 epochs. The
reliable performance of the 1D CNN model was proved through a comparison of the six
machine learning models (extratree regression, light gradient boosting, gradient boosting,
random forest, AdaBoost, and k-NN regression) and two deep neural network models
(MLP and LSTM). Table 6 presents a comparison of the proposed 1D CNN (deep learning),
long short-term memory (LSTM), multilayer perceptron (MLP) neural network, and the six
traditional machine learning models.
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Table 6. Model comparison.

Model R2 MSE MAE Time

Proposed 1D CNN 89.6 57.5 1.6 3 min 22 s
MLPRegressor 77.8 107 5.93 3 min 26 s

LSTMRegressor 39 326.3 11.12 12 min 38 s
Extratree regression 77.90 111.16 7.31 0.497 s

Light gradient boosting machine 73.98 130.19 8.04 0.101 s
Gradient boosting machine 71.81 141.01 8.71 0.182 s
Random forest regression 70.72 147.54 8.35 0.671 s

AdaBoost regressor 59.12 202.48 11.84 0.127 s
k-NN regression 19.04 452.03 15.47 0.062 s

The results illustrate that in terms of the correlation coefficient, mean squared error
(MSE), and mean absolute error (MAE), the proposed model performed better than the
six traditional machine learning models and the two deep neural networks models. The
proposed 1D CNN model had a correlation coefficient of 89.6%, a mean squared error of
57.5, and a mean absolute error of 1.6. The k-NN regression had the lowest correlation
coefficient of 19.04%. In terms of the neural network comparison, the LSTMRegressor
had the lowest correlation coefficient of 39% and the highest prediction error value of
326.3 MSE. Based on computational time, k-NN regression had the best performance, by
taking the shortest time of 0.062 s. Moreover, the proposed 1D CNN model had the fastest
computational time of 3 min 22 s compared to the MLPRegressor (3 min 26 s) and the
LSTMRegressor (12 min 38 s). The proposed 1D CNN model outperforms the traditional
machine learning models and the two different neural network models in terms of the
correlation coefficient, MSE, MAE, and computational efficiency, which makes it superior
in estimating soft ground cutter wear with operational data in EPB TBM tunnelling.

9. Discussion

The soil parameters in Table 2 indicate a transition in the soil from a cohesive soil to a
coarser soil. Due to soft ground feature transition, the EPB TBM machine parameters are
exposed to fluctuation, and they are shown in Figures 11–13. Utilizing these operational
parameters with the EPB TBM operator allows for an increase in machine advancement
parameters, such as thrust and torque. Therefore, the EPB TBM cutter tools experience
damage and wear. Figure 12a–d show the pressure in the cutter chamber along with the
tunnel. Moreover, Figure 5 indicates the difference in grain size characteristics. Due to
the grain size characteristics, the pressures in the cutter chamber demonstrate a sharp
fluctuation during excavation. To control the pressure in the cutter chamber, the TBM
operator tends to increase the thrust, RPM, and torque. It is obvious that the operational
parameters influence cutter wear during tunnel excavation. Furthermore, by using the
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proposed 1D CNN model on the operational data collected from the pipe jacking water
transport tunnel project, an attempt was made to provide a fast and practical estimation
for the cutter wear of the EPB TBM by employing high-dimensional machine parameters.
The proposed 1D CNN indicated a strong correlation between the machine parameters
and cutter wear index (m3/mm). The 1D CNN model can be implemented in soft ground
mechanized tunnelling projects to predict cutter wear and excavation efficiency. However,
it should be noted that current studies are far from providing a universal model for cutter
wear in soft ground TBMs.

10. Conclusions

This research employed the operational parameters of an EPB TBM and a 1D CNN
to build a reliable normal and abnormal cutter wear prediction model. The EPB TBM
advancement parameters and the pressure in the cutter chamber were considered, as we
aimed to build a cost-effective, highly reliable model with fast computation. The 1D CNN
model was used due to its abilities to optimize the parameters in the case of global and
local minima and automatic feature extraction for the output. A four convolutional CNN
model with 256 filters, 3 kernel sizes, 20% dropout, 2 fully connected layers, and the Adam
optimizer was utilized to estimate cutter wear using machine parameters. The model had
an overall correlation coefficient of 89.6%, a mean squared error (MSE) of 57.5, and a mean
absolute error of 1.6. The model was able to successfully predict the cutter tool’s life with a
fast computational time, which was 3 min 22 s. We demonstrated that the proposed model
could achieve a better prediction and processing time than that of traditional machine
learning models and two deep neural network models. In application, the cutter wear
prediction model could be used at the inspection points of the tunnel by the TBM operator
to gain an understanding of the machine parameters and wearing relationship. Moreover,
this study is the first to apply deep learning to cutter wear prediction in soft ground
tunnelling. In this study, 18 different machine parameters were considered; in the future,
more operational parameters can be used to develop deep learning models; hard rock and
soft ground machine parameters can be used with pre-trained models to validate model
computational ability.
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