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Featured Application: The clustering implementation being presented can be used to discover
clusters and identify outliers in a dataset. This implementation provides a fast prediction feature
that makes it a compelling choice for applications, such as a streaming clustering service.

Abstract: An implementation of the HDBSCAN?* clustering algorithm, Tribuo Hdbscan, is presented
in this work. The implementation is developed as a new feature of the Java machine learning
library Tribuo. This implementation leverages concurrency and achieves better performance than
the reference Java implementation. Tribuo Hdbscan provides prediction functionality, which is a
novel technique to make fast predictions for unseen data points using an HDBSCAN* clustering
model. Tribuo Hdbscan cluster results and performance measurements are also compared with the
state-of-the-art HDBSCAN* implementation, the Python module hdbscan.
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1. Introduction

Cluster analysis is the task of arranging a set of similar data points into groups. It is an
unsupervised machine learning task that can discover patterns or identify related groups
from a dataset. There are many different algorithms proposed for cluster analysis [1,2]. The
K-Means algorithm is commonly used for clustering since it is fast and easy to understand.
However, there are some potential problems with this algorithm. First, the number of
clusters, or partitions, need to be provided as input to the algorithm. The number of
clusters that may be present in a new dataset is, however, not always known. Another
problem is that K-means is more of a partitioning algorithm than a clustering algorithm,
since it partitions all the data into groups by minimizing distances between data points.
These problems are also exist in other clustering algorithms. For example, the affinity
propagation and spectral clustering algorithms also partition all the data into groups,
so even outliers or noisy data points are included in the clusters. Another well-known
algorithm is agglomerative clustering, which like K-Means, requires the number of clusters
to be provided as input to the algorithm when a threshold parameter is not used.

The HDBSCAN* clustering algorithm [3] is a density-based algorithm. Unlike K-
Means, it does not require that every data point is assigned to a cluster, since it identifies
dense clusters. Points not assigned to a cluster are considered as outliers, or noise. An
algorithm that can effectively find distinct groups in a dataset and identify outliers is a
valuable technique. There is an established Python implementation of the HDBSCAN*
algorithm [4] which is included as a scikit-learn compatible project. It is well known that
Python is a very popular language for data mining and machine learning tasks, such
as clustering. Java, on the other hand, is not as popular for these types of tasks, even
though there are numerous Java enterprise applications running in production currently.
Machine learning libraries offer the benefit of providing a consistent API to variety of
learning algorithms and utilities. Tribuo [5] is a recent open-sourced Java machine learning
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library. Tribuo is proven to be robust and performant, but currently it only supports the
K-Means clustering algorithm. Therefore, it is valuable to build an implementation of the
HDBSCAN* algorithm in the Tribuo library.

This work offers a new and optimized implementation of the HDBSCAN* algorithm
in Java. A full tutorial about this implementation is available at [6]. The proposed imple-
mentation leverages Tribuo’s infrastructure to provide a train/predict interface consistent
with the library’s other learning algorithms and features. This gives the ability to train
models which discover clusters and identify outliers. This work introduces a novel pre-
diction technique which uses a trained model to make predictions for unseen data points
natively in Java. Functionality such as this provides the foundation for applications, such
as a streaming clustering service. Furthermore, the methodology presented in this work
illustrates a generic development process which can be reused for the implementation of
an existing learning algorithm in an existing machine learning library.

The remainder of this article is structured as follows. A background and literature
review are presented in Section 2. Section 3 provides a description of the methodology
of this work. Section 4 discusses the results of the comparisons between the HDBSCAN*
implementations. Finally, Section 5 presents a summary discussion of the work.

2. Background and Literature Review
2.1. DBSCAN

One of the first, and perhaps the most well-known density-based clustering algorithm
is DBSCAN [7]. It was first proposed in 1996 and remains a relevant technique for clustering
tasks today. DBSCAN stands for density-based spatial clustering of applications with noise.
The algorithm requires a rather obscure distance parameter as input, which is used as
a threshold for determining the data points that will be assigned to clusters, and those
marked as outliers. There is no obvious intuition for establishing the best value for this
parameter. As the authors of [3] point out, DBSCAN may have issues when the density of
individual clusters in a dataset varies.

2.2. HDBSCAN*

More recently, the HDBSCAN* algorithm [3] was introduced. It stands for Hierarchical
DBSCAN*. The asterisk suffix indicates an improvement the same authors of [3] make to
DBSCAN. These authors extend their work in [8] by introducing a complete framework
for cluster analysis and outlier detection which includes an enhanced explanation of the
HDBSCAN* algorithm. HDBSCAN* improves on DBSCAN by establishing a hierarchical
representation of the clusters. The hierarchy derived from the execution of the algorithm can
be used very effectively for cluster extraction and outlier detection. HDBSCAN* overcomes
the limitations of DBSCAN by identifying clusters of any density. Although there are
several benefits provided by the HDBSCAN* algorithm, there is one drawback that should
be considered. The algorithm has an overall asymptotic complexity of O(n?). Furthermore,
there are multiple sub-steps of the algorithm, which themselves have a complexity of
O(n?). This complexity can have a significant impact on the algorithm execution time for
large datasets. There are implementations of the K-Means algorithm mentioned earlier,
which have a complexity of O(n). Table 1 summarizes the strengths and weaknesses of the
DBSCAN and HDBSCAN* algorithms.

2.2.1. Other Methods

There are other clustering algorithms which can be used to perform clustering when
the number of clusters are unknown. Perhaps the most similar to DBSCAN and HDBSCAN*
is OPTICS, which stands for ordering points to identify clustering structure [9]. OPTICS
can be used for cluster analysis, although the original algorithm does not produce an
explicit clustering of the data. Instead, it produces an ordered representation of the data
density-based clustering structure. It overcomes the limitation of DBSCAN by identifying
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cluster structures of varying density, but is not as comprehensive as HDBSCAN* to identify
clusters while excluding outliers.

Table 1. Summary of the strengths and weaknesses of DBSCAN and HDBSCAN*.

Algorithm Strengths Weaknesses

DBSCAN Faster than the HDBSCAN* algorithm.  The algorithm requires an obscure, data dependent, distance parameter.
Discovers the clusters in a dataset. Not effective at identifying clusters of varying density.
Identifies outlier points.

HDBSCAN* Identifies clusters of varying density The algorithm has higher complexity compared to DBSCAN.

Discovers the clusters in a dataset.
Identifies outlier points.

Hierarchical clustering methods are another form of clustering analysis which can
work without the need to specify the number of clusters. These methods construct clusters
by recursively partitioning the data points in either a top—down or bottom—up approach [10].
Divisive clustering starts with a single cluster containing all points and is divided into
sub-clusters based on some criteria, which are successively divided into further sub-clusters.
There are different strategies to determine when the process should be terminated. Agglom-
erative hierarchical clustering starts with each data point in its own cluster and merges
clusters sharing some criteria, and continues to successively merge clusters. Again, there
are different strategies which can be employed to terminate the process. Hierarchical
clustering methods can provide high interpretability since the results can be presented
in a dendrogram, and the choices for cluster splits or merges are well defined. These
methods do not provide any mechanism for identifying outliers. They also tend to have
high asymptotic complexity and large memory requirements.

In the previous section, it was mentioned that partitioning algorithms, such as K-
Means require the number of clusters, k, to be defined as input to the algorithm. In some
cases, the value for k is unknown. There are techniques which can be used to determine
the optimal number of clusters from a dataset, such as the frequently mentioned elbow
method. The elbow method is somewhat subjective, and, therefore, unreliable. There are
also more analytical techniques that leverage silhouette analysis to estimate the optimal
number of clusters from a dataset. One such example is an algorithm called k-SCC [11].
Combining the k-SCC algorithm with K-Means effectively achieves a natural discovery of
clusters from a dataset. However, this combination is not able to distinguish outlier points
from the clusters as can be done using HDBSCAN*.

2.2.2. The HDBSCAN* Algorithm

This section describes the HDBSCAN* algorithm presented in [8]. There are two
required input parameters to this algorithm in addition to the dataset targeted for clustering.
The first parameter is the minimum number of points s to be used in the distance calculation,
as it will be shown later in this paper. The second required parameter is the minimum
cluster size p that defines a lower bound on the number of data points required to form a
cluster. The dataset is a set of homogeneous points where a point is a record of numerical
features. Figure 1 shows a simple dataset of 39 two-dimensional points that will be used as
an example throughout this section.

The first step in the algorithm is to compute the core distances for each point in the
dataset. The core distance of a point is the distance to the kth nearest neighbor. The value
of k includes the point itself. This is a technique to obtain an approximate density for each
point. Figure 2 shows the core distances for the points (2.7,2.7) and (3.0,3.0) for k = 5,
from the simple dataset. Note that both points’ 5th nearest neighbor is common. The point
(3.0,3.0) has a smaller core distance value than the point (2.7,2.7) because its neighboring
points are closer, which implies it has a higher approximate density.
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Figure 1. A simple dataset of two-dimensional points.

Using the core distances, a new distance metric is computed which is called the mutual
reachability distance. The mutual reachability distance between two points x and y, is the
maximum value of: the core distance of x, the core distance of y, or the distance between
x and y. The points (2.7,2.7) and (3.0, 3.0) shown in Figure 2 have a mutual reachability
distance equal to the distance between the two points. Concretely, for k = 5, the core
distance of (2.7,2.7) is 0.22, the core distance of (3.0,3.0) is 0.31 and the distance between
the two points is 0.42. Therefore, the mutual reachability distance between these points
is 0.42.

Next, the mutual reachability distances between the points can be used to establish a
weighted graph, where the data points are vertices and an edge between any two points
has the weight of the mutual reachability distance of those points. This complete graph
is only a conceptual artifact in the algorithm, since it is the graph’s minimum spanning
tree which needs to be computed. A minimum spanning tree is a spanning tree whose
sum of edge weights is as small as possible. That is, it has all vertices connected with a
subset of the edges from the complete graph, without any cycles and with the minimum
possible total edge weight. The resulting minimum spanning tree is modified by adding a
self-edge to each vertex with the point’s core distance as the weight. This gives a graph
called the extended minimum spanning tree. Figure 3 shows the minimum spanning tree
of the simple dataset.

Now, the graph can be used to build the HDBSCAN* hierarchy. To begin with, there is
one cluster label, and all the points are assigned to this cluster. This cluster is added to a
cluster list. The graph is then sorted by edge weight in ascending order. Starting from the
bottom of the graph, edges are iteratively removed from the extended minimum spanning
tree. Edges with equal weights must be removed simultaneously. The weight value of
the edge(s) being removed is used to denote the current hierarchical level. As an edge is
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removed, the cluster containing the removed edge is explored. Clusters that have become
disconnected and contain fewer points than s (minimum cluster size) are all assigned with
the noise label. A cluster that has become disconnected, but has more than s points, is
assigned a new cluster label. This is called a cluster split. Additionally, the new cluster
is added to the list of clusters. A new hierarchy level is created when an edge removal
has resulted in new clusters due to cluster splits. By the end of the process, in the last
level of the hierarchy, all the points in the dataset will have been assigned to noise. The
hierarchy produced by this process is the HDBSCAN* hierarchy. Figure 4 shows a table
representation of the HDBSCAN* hierarchy of the simple dataset. Each column of the table
represents a data point, and the rows contain the cluster assignments as the algorithm runs.
In the top row, all the points are assigned to the same, single cluster. In the second row,
some points are set to zero because they have been split off and are marked as outliers. In
the third row, there are now two distinct clusters and one additional outlier. By the last
row, all the points are assigned as outliers or noise points. During the construction of the
HDBSCAN®* hierarchy, a list of the clusters is also maintained, where each cluster holds a
reference to its parent.
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Figure 2. The core distances for the points (2.7,2.7) and (3.0, 3.0) for k = 5, using a zoomed in view
on a particular area of the simple dataset.
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Figure 3. The minimum spanning tree of the simple dataset. An extended minimum spanning
tree would contain self-edges for each point, with the weight of the self-edge being the point’s core
distance value.

Edge Weight Cluster Labels: Each Column is a Data Point from the Dataset
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Figure 4. A tablular representation of the HDBSCAN?* hierarchy of the simple dataset.

With the HDBSCAN* hierarchy and the list of clusters computed, the next step is to
identify the prominent clusters from this hierarchy. To proceed, a new measure needs to be
established that can be used towards determining the stability of a cluster. This is called
lambda, such that A = 1/edge weight. Further, for a cluster we also define values Ay;.,
and A e, to be the lambda value when a new cluster was created from a cluster split, and
the lambda value when that same cluster was itself split, respectively. For each point in a
cluster, we can define the value A, as the lambda value at which that point dropped out of
the cluster. The stability for a cluster can be computed, as shown in Equation (1).

stability = Y (Ap — Apiran) @
peCluster

The stability needs to be propagated through the clusters. Leaf clusters are clusters
with no children, and they can be identified from the list of clusters. Starting with these
leaf clusters, traverse up using the reference to the cluster’s parent. Leaf clusters always
propagate their stability to their parents and add themselves as a propagated descendent
in the parent cluster. For non-leaf clusters one of two things will occur. If the cluster
being processed has a higher stability than the cumulative stability of its descendants,
it alone will be propagated to the parent cluster. Otherwise, the cumulative stability of
all the current cluster’s descendants will be propagated to the parent cluster. Clearly,
no propagation occurs for the root cluster since it has no parent. When this process is
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finished, the root cluster will contain the references to descendent clusters with the highest
stabilities. The clusters with the highest stabilities are the most prominent clusters. Using
the HDBSCAN* hierarchy together with the details of the most prominent clusters, the
list of cluster assignments for each data point can be quickly generated. This is the most
significant artifact generated as output of the HDBSCAN* algorithm described in [8]. The
prominent clusters identified using the simple dataset are shown in Figure 5. Three clusters
are identified, and the five yellow points are determined to be outliers.
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Figure 5. The clustering result produced by HDBSCAN* using the simple dataset.

Another important artifact, that can be obtained from the execution of the HDBSCAN?*
algorithm, are the outlier scores for each data point. The literature [8] names this as a
point’s GLOSH which stands for Global-Local Outlier Score from Hierarchies. Fortunately,
computing a data point’s GLOSH is not too complex, but requires that some additional
bookkeeping was done during the construction of the HDBSCAN* hierarchy. Earlier in this
section, it was mentioned that the weight value of the edge being removed is used to denote
the current hierarchical level. This weight value, and the last cluster label must be noted
for every point, at the moment the point is marked as noise, or assigned the noise label, to
use the same wording as before. A data point, x, has the values € and €5y, which are: the
weight value of the point right before it was marked as noise, and the lowest propagated
child death level from its last labeled cluster, respectively. The value of the outlier score for
a point x can be obtained using Equation (2).

emax(x)

e(x) @

GLOSH(x) =1—
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This section is summarized by Algorithm 1 which shows the main steps of the HDB-
SCAN* algorithm.

Algorithm 1: HDBSCAN* main steps.

Compute the core distance for the k nearest neighbors for all points in the dataset;

Compute the extended minimum spanning tree from a weighted graph, where the
mutual reachability distances are the edges;

Build the HDBSCAN* hierarchy from the extended minimum spanning tree;

Find the prominent clusters from the hierarchy;

Calculate the outlier scores;

2.3. HDBSCAN* Implementations

In this paper, two existing implementations of HDBSCAN?* are being reviewed: Python
and Java implementations.

2.3.1. Python HDBSCAN* Implementation

As mentioned in Section 1, there is a well-established Python implementation of
the HDBSCAN* algorithm called hdbscan [4]. Researchers in [12] indicate that this is
currently the best performing implementation available. In addition, the current version of
this Python module provides some innovative features beyond what is provided by the
framework described in [8]. One example is the ability to predict the cluster assignment
for unseen data points using a trained model. Another example of an innovative feature
from hdbscan is the soft clustering functionality it provides. The version of hdbscan being
reviewed and used in this work is 0.8.27 with Python 3.9.1.

To understand the details of this particular implementation of HDBSCAN?, the source
code is reviewed. The hdbscan project has a dependency on scikit-learn and uses many of
its features. It uses the KDTree and BallTree classes which are nearest neighbor algorithms.
The main class, HDBSCAN, inherits from scikit-learn’s BaseEstimator and ClusterMixin
classes. This provides a lot of functionality out of the box and gives the module a stan-
dardized APIL This code also uses numpy extensively and takes advantage of its optimized
numerical array operations while providing support for multithreading. Leveraging proven
libraries, such as scikit-learn and numpy, certainly contribute to the good performance of
this implementation. In addition to this, the hdbscan module has implemented several
variations of the algorithms which calculate the core distances and construct the minimum
spanning tree. Considering all these points, it is easy to understand why this HDBSCAN*
implementation is the best performing implementation available. Furthermore, this module
is being actively maintained and improved by the development community. The hdbscan
Python module will be consulted as a reference throughout this paper.

2.3.2. Java HDBSCAN* Implementation

There is an existing Java Implementation of the HDBSCAN* algorithm. It was de-
veloped as part of the framework for cluster analysis and outlier detection, based on the
HDBSCAN* algorithm, introduced in [8]. The code for this implementation is carefully
reviewed and several tests are performed using different input datasets. In general, the
code is well-written, and logically organized. This Java implementation of the HDBSCAN*
algorithm will be referred to as the reference implementation throughout this work. Inter-
estingly, this same reference implementation is also used as the reference implementation
by the authors of [12] and in the documentation of the hdbscan Python module’s GitHub
repository. The reference implementation is a good basis for a new Java implementation.
However, there are some changes needed and issues which should be addressed. The most
significant among them are as follows:

*  There are cases where important results are written to disk and subsequently read
in again using customized file offset logic. Machine learning libraries do not com-
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monly require access to the file system to persist results. Further, I/O can lead to
performance issues;

*  No unit tests. The reference implementation has no self-contained unit tests to verify
the algorithm;

*  There is some constraints functionality present in the reference implementation which
adds complexity to several steps of the algorithm. This feature is not required;

*  None of the logic leverages parallelization. There are several blocks of logic with high
asymptotic complexity which could cause performance issues.

Beyond these issues, it should be noted that this reference implementation is not being
actively maintained and can not be easily integrated with an existing Java application. This
highlights the value of developing a new HDBSCAN* implementation as a feature of an
existing machine learning library for Java.

2.4. Tribuo Machine Learning Library

Tribuo [5] was developed by the Oracle Labs Machine Learning Research Group, a
team within Oracle Corporation. They realized there is need for a single node machine
learning framework on the JVM. Initially it was only available internally to Oracle but
has been recently open sourced to help build the machine learning ecosystem on the
Java platform. The version of Tribuo being reviewed, and at which it has been forked, is
4.2.0-SNAPSHOT. This version is currently compiled with Java 8.

Some initial work has been done to evaluate the Tribuo library. When comparing
machine learning tasks, such as classification, regression, and clustering, results from
these experiments [13] show that Tribuo and scikit-learn achieve very similar performance
measurements. This indicates that Tribuo is an interesting subject of further study.

Tribuo Project Source Code

To implement a new algorithm in the Tribuo project, a detailed review of the source
code is conducted. Overall, the code is very well organized, and has a very modular design.
The first thing to mention is that Tribuo uses a maven build system. At the root of the
project there are Classification, Regression, and Clustering maven modules, among others.
The Clustering module is the parent of the KMeans module. It seems logical that a new
clustering algorithm should be added here, adjacent to the KMeans module.

Looking more closely at the source code shows there are several frequently used
classes which provide interesting functionality. There is a DenseVector class which is
backed by an array of doubles. This class provides methods for many vector operations,
such as addition, subtraction, and dot product. Most notably, the class provides methods
which can be used to compute the distance between two vectors, including Euclidean and
cosine distances. There is also a SparseVector class which implements the same interface as
DenseVector but is optimized for, as the name suggests, sparse array data.

In general, to perform a machine learning task with Tribuo, there is a standard work-
flow that should be followed. At a high-level, the first step is to instantiate the appropriate
Trainer object. Calling a trainer’s train method (and providing a dataset), returns a trained
model to the user. For example, calling the train method on an instantiated KMeansTrainer
object returns a KMeansModel object. A model may have attributes or methods specific to
its task. Continuing with the example, a KMeansModel has a getCentroids method which
returns the points which are the cluster centroids. Every model implements the Model
interface, and one of the methods in this interface is predict. This indicates that every model
should provide some functionality to make predictions on unseen data points.

The Tribuo K-Means implementation leverages concurrency to perform portions of
the algorithm in parallel. Specifically, Java parallel streams are used, and are assigned
to a custom ForkJoinPool that controls the number of threads in the thread pool. This
concurrency technique is considered for the new HDBSCAN* implementation.

Tribuo provides a feature called Provenance which is ubiquitous throughout the
library’s code. This feature captures the details on how any model, dataset, and evaluation
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were created in Tribuo. The main benefit it offers is that any of these objects can be
regenerated from scratch, which is valuable for reproducibility. Implementing a new feature
in Tribuo requires some additional considerations to cooperate with the Provenance system.

3. Materials and Methods

This section presents the methodology followed in this work.

3.1. Study the HDBSCAN* Algorithm
3.1.1. The Theoretical Approach

The first step of the methodology is to thoroughly understand the HDBSCAN* algo-
rithm from a theoretical point of view. To achieve this, the pseudo-code for the algorithms,
and their accompanying explanations, described in [8] need to be carefully studied. This is
a non-trivial task.

3.1.2. The Practical Approach

Next, the source code for the two existing implementations of the HDBSCAN* al-
gorithms are examined. The best way to do this is by opening the code in an IDE such
as Intelli] IDEA. Using an integrated development environment greatly simplifies navi-
gation, and provides facilities to identify call hierarchies, and quickly explore different
flows through the code. Using the debugger to step through a live execution of the code is
extremely helpful. The ability to inspect variables which are complex data structures and
confirm conditional branch logic and loop termination conditions provides valuable insight.

The Python implementation of the HDBSCAN* algorithm is widely used, so it is
important to focus on the features it provides, and the way it is used. This includes
observing both the required and optional parameters the algorithm accepts. The outputs
generated by the algorithm and their format should also be noted. The machine learning
community is comfortable with the hdbscan module and its API, therefore, a new Java
implementation should not be significantly different.

The reference Java implementation is analyzed more critically. There is a potential that
some of its code can be reused in the new implementation being proposed. This requires a
very rigorous examination of the existing logic, to benefit from its strengths and overcome
its weaknesses. In Section 2, some issues with the reference implementation were described,
which have been identified during this review. These issues will be addressed at various
steps throughout the remainder of the process.

3.2. Initial Development Phase

The next step in the methodology of this work is to perform some code changes
directly to a copy of the reference implementation’s source code. The objective of this step
is to reduce the reference implementation down to a minimal HDBSCAN* algorithm. The
major tasks will be described in this section. During the course of performing these tasks,
several other minor code changes are made.

3.2.1. Add Unit Tests

The HDBSCAN* algorithm consists of complex logic. It follows that a test-driven
development (TDD) approach is needed to facilitate an optimal development process.
Therefore, the first thing to do is develop some unit tests. The scope of these tests is broad,
that is, the algorithm in its entirety is tested as a unit. Currently there is no requirement
to test individual sub-components of the algorithm, for example the extended minimum
spanning tree, or the outlier score calculations. This is because they are not individual units
and will not be used by any other code. If, in the future, a sub-component was going to be
called by other code, for a different purpose, that would be the appropriate time to add
finer grained tests.

Adding initial unit tests is straightforward. Datasets can be generated using scikit-
learn [14], to produce isotropic Gaussian blobs, which are simply sets of points normally
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distributed around a defined number of centroids. This makes it easy to vary the number
of samples, the number of features, and the number of centroids. The generated datasets
are written to .csv files. The reference implementation is executed using a .csv file as input,
and the resulting outputs are used to make assertions in the unit tests. Several different
unit tests are created each with a unique dataset. Once unit tests are established, changes
can be made safely since they can be verified quickly by executing the tests.

3.2.2. Remove Unneeded File Input and Output

The reference implementation currently produces several output artifacts during the
execution of the algorithm. In one case, there are important results written to disk which
are subsequently read in again using customized file offset logic. The output artifacts are
not required by the new implementation being presented. Rather than persist computed
data structures to disk which are referenced again, efficient in-memory representations are
developed. The appropriate structure in this case is a Map with an Integer key, and an array
of integers as the value. The Integer map key is the level of the hierarchy. A value of zero
indicates the top level of the hierarchy. The map value is an array of integers that represents
the current cluster labels at the current level of the hierarchy. As mentioned above, there
is a list of cluster objects maintained for the duration of the algorithm. Each cluster has a
hierarchy level attribute, which corresponds to the key in the hierarchy map structure. This
level attribute indicates the hierarchy level when the cluster was first created.

Additionally, the reference implementation contains code that is generating custom
output files to be used with a separate visualization application included with the frame-
work described in [8]. All this logic is also removed.

3.2.3. Remove Constraints Functionality

The reference implementation contains some interesting functionality which enables
the algorithm to apply certain constraints to the clustering result. This constraints input
provides a mechanism to instruct the algorithm about relationships defined between data
points. Specifically, this could be used to indicate that a pair of points must be clustered
together, or conversely, that a pair of points must be clustered separately. Although this
could be useful, it is observed that a similar constraint feature is not present in the popular
Python HDBSCAN* implementation, nor is it mentioned in any of the other reviewed
literature. As a result, a similar feature is not planned for the new implementation, Tribuo
Hdbscan. Therefore, the constraints functionality code is removed from the initial working
implementation. This clean-up needs to be performed carefully, since many methods and
several classes need to be changed. The removal of the constraints functionality has the
benefit of reducing the logical complexity of the working implementation.

3.3. Review the Tribuo Project

Now that a working, minimal HDBSCAN* implementation has been derived from
the reference implementation, there is one more step in the methodology to be completed
before coding in the Tribuo project can be started. The latest version of the Tribuo project
needs to be carefully analyzed to see how a new HDBSCAN* implementation will fit in.
The best way to do this is by opening the code project in an IDE, such as Intelli] IDEA.
As described earlier, using an integrated development environment greatly facilitates the
process of performing an initial analysis of a code base. The debugger can be used to
step through live executions of the project’s unit tests. This helps to establish a thorough
understanding of how some of the framework classes should be used, and how interfaces
should be implemented.

The Tribuo project uses a maven build system, so it is straightforward to build the
project’s artifacts locally. Local access to these jar files provides the ability to build test
applications or Java notebooks to further explore the functionality of the Tribuo library. It is
expected that the proposed HDBSCAN* implementation will leverage concurrency in one
or more steps of the algorithm. Therefore, areas of the Tribuo code where concurrency has
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been implemented, are identified and analyzed as part of this review. The current version
of Tribuo provides an implementation of K-Means clustering. This specific part of the
project should be carefully reviewed since the new clustering algorithm being added will
likely be quite similar. The results of the analysis of the Tribuo project are captured back in
Section 2, in the Background and Literature Review, since they should be considered as a
component of the background for this work.

3.4. Main Development Phase

This step of the methodology of this work involves coding the HDBSCAN* algorithm
in the Tribuo project. The objective of this step is to have a complete and optimized
implementation of the HDBSCAN* algorithm, Tribuo Hdbscan. The coding work is broken
down into four major tasks which are described in this section.

3.4.1. Add the Tribuo Hdbscan Module

The first thing that needs to be completed, is to fork the Tribuo GitHub repository.
With the code checked out locally, a full build should be performed to ensure that the
code compiles and all the unit tests complete successfully. This also indicates that the local
environment is correctly configured to work with the Tribuo project.

During the review of the Tribuo project, it was observed that there is a Clustering
module present at the root of the project. A new module, Hdbscan is added under the
Clustering module. The adjacent KMeans module serves as a good example to follow
when creating the pom.xml file and initial Java package and class structures. Like the
KMeansTrainer class implements the Trainer interface, and the KMeansModel class extends
the Model class, the new HdbscanTrainer and HdbscanModel classes will do the same,
respectively. Initially, only skeletons of these classes are created, without any actual
HDBSCAN* logic. This task is complete when a successful build can be executed, and the
hdbscan artifacts are installed to the appropriate location in the local maven repository.

3.4.2. Implement the HDBSCAN* Core Logic

This is perhaps the most significant task in this work. To implement HDBSCAN*
in Tribuo, the existing code from the working, minimal HDBSCAN* implementation is
used as a basis for the code being added into the skeletons of the classes prepared in the
previous task. As blocks of code are added, changes are made as required. For example, the
input to the algorithm is a Tribuo specific Dataset <ClusterID> object, and the data should
be transformed into an array of DenseVector objects which were described in Section 2.
Differences such as this require several code modifications to achieve an implementation
that will compile, at the very least. The changes must also be made carefully to avoid
introducing subtle bugs before the unit tests can be integrated and executed. During the
process, the code being added needs to be meticulously scrutinized, and detailed notes
are kept about potential issues or improvements that should be made. These types of
changes should only be attempted after the unit tests are integrated. The train method of
the HdbscanTrainer class is the main entry point to the algorithm and an HdbscanModel
object must be returned which provides access to the cluster assignments, and outlier scores.
No intermediate state can be stored in an instance of an HdbscanTrainer object. The trainer
could be invoked several times, possibly in parallel, with different datasets and must return
a distinct, correct model object in every case. Furthermore, it is possible that a model object
could be shared among client codes. The attributes of an HdbscanModel instance need to
be immutable, so copies of the cluster assignments and outlier scores must be made before
being returned. Additionally, there is some code required to generate the details of the
clustering which is a requirement for the Provenance feature.

Adding the unit tests, established as part of the working minimal implementation, to
the new HDBSCAN* implementation in Tribuo is a critical aspect of this task. Once the code
for the new implementation compiles, adding the unit tests immediately follows. Although
the datasets for the unit tests already exist as .csv files, some initial effort is required
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to figure out how to load these as Dataset <ClusterID> objects. Recall that a Dataset
<ClusterID> object is provided as input to an HdbscanTrainer instance’s train method. It
is a major milestone when the first unit test in the Tribuo Hdbscan module is successfully
executed which makes the same assertions as those from the working, minimal HDBSCAN*
implementation. This indicates that for a specific dataset, the reference implementation
and the Tribuo Hdbscan implementation produce the identical cluster assignments and
outlier scores. Further comparisons between these two implementations are performed in
the upcoming Compare the HDBSCAN* implementations section.

3.4.3. Develop a Novel Prediction Technique

As described in Section 2, the Tribuo library has a standard workflow that should be
followed when using the API. Instantiating a Trainer object and calling the Trainer’s train
method with a dataset, returns a trained model to the user. A model can be used to make
predictions on unseen data points, by calling the model’s predict method. This implies
that the new HdbscanModel class must also implement the predict method. However, the
reference implementation does not provide any prediction functionality, and a technique
for making predictions is not found in any of the reviewed literature.

The Python implementation of the HDBSCAN* algorithm called hdbscan [4], which
was described earlier, provides the functionality to predict the cluster assignments and
outlier scores. A careful review of the code implementing this prediction functionality is
performed. The hdbscan module’s implementation relies on several computed structures
not currently available in Tribuo Hdbscan, accompanied by logic specific to those data
structures. Unfortunately, implementing prediction logic similar to what is done in the
hdbscan Python module is not feasible at this time. To achieve the goal of providing predic-
tion functionality as part of Tribuo Hdbscan, a novel prediction technique for HDBSCAN*
clusters is being proposed. Conceptually, the technique is straight-forward. First, determine
a good set of cluster exemplars which are representative of the HDBSCAN* clustering
result. The use of exemplar points for clustering data is described by the authors of [15]
which supports this approach. Then, for a new data point, it can be approximated with
the cluster label and outlier score of its nearest exemplar point. The cluster exemplars are
computed during training and are stored as an attribute of the HdbscanModel. This makes
prediction calls very fast. However, how are a “good” set of cluster exemplars determined?
What is the appropriate number of exemplars given a dataset and its computed clusters?
An algorithm is developed which provides the answers to these questions. Algorithm 2
shows the high-level steps of the algorithm.

Algorithm 2: Compute cluster exemplars.

Generate the list of clusters. Each cluster list is a TreeMap sorted by outlier score;
Make the exemplar number calculation;
for cluster in clusterList do
Compute the number of exemplars for this cluster;
if this is the Noise cluster then
‘ Poll the exemplars from the end of the TreeMap;
else
| Poll the exemplars from the front of the TreeMap;
end
end

The input to the algorithm is the dataset, and a list of cluster assignments. First, the
cluster assignments are used to create a map, where the key of this map is the cluster label,
and the value is a collection of the points assigned to this cluster label. The collection
of points is sorted by a point’s outlier score. Next, the number of exemplars must be
established. Let I be the size of the dataset and let ¢ represent the number of identified



Appl. Sci. 2022, 12, 2405

14 of 21

clusters, for a given dataset and its corresponding HDBSCAN* result. The exemplar number
formula is shown in Equation (3).

exemplar number = L\/z—t— c| 3)

There are some important details to mention about this formula. The square root
of half of I allows the number of exemplars to grow as the size of the dataset increases,
but the growth slows as size of the dataset increases. Adding the value of c ensures there
are always at least as many exemplars as there are cluster assignments. Lastly, the floor
function is applied to return the greatest integer less than or equal to the computed value.
The exemplar formula is not rigorously proven by induction or through formal methods.
Instead, it is empirically shown to produce values for the exemplar number which result
in accurate predictions, without growing too large, which would reduce prediction speed.
It is certainly possible that there exists a different formula that provides a better balance
between prediction accuracy and prediction speed. Additionally, the constant of 2 in the
formula could be a configurable input parameter to the algorithm to give the user a means
to influence this behavior based on their requirements.

To provide some intuition for the values produced by this formula, Table 2 shows
some sample “exemplar numbers” calculated for different configurations.

Table 2. Examples of exemplar numbers calculated for different scenarios.

Dataset Size Number of Clusters Exemplar Number
100 5 12
2000 4 35
2000 8 39
5000 4 54
5000 8 60
9000 100 167
10,000 4 74
50,000 3 161
100,000 200 423

With the total number of exemplars established, the map of cluster assignments is
iterated. The number of exemplar points to be drawn from each cluster is proportional
to the size of the dataset. A cluster with more assigned points, will have more exemplars
drawn from it. Out of all the points assigned to a cluster, the points selected as exemplars are
those with the lowest outlier scores. With one exception: the cluster of noise points. Recall
that any outlier points are assigned to the noise cluster label. Points selected as exemplars
from the noise points are those with the highest outlier score. This process determines a
set of cluster exemplars which are used for predicting the cluster assignments and outlier
scores for new data points. This novel technique, which uses carefully computed cluster
exemplars to estimate cluster assignments, has an asymptotic complexity of O(y/n). To
make a prediction for a new data point, the point is compared with each cluster exemplar,
and there are approximately /n exemplar points.

This prediction functionality is useful to approximate how a point would fit into
an existing HDBSCAN* cluster model. New points do not change or contribute to the
existing cluster model. A Tribuo Hdbscan clustering model used for predictions should be
regularly retrained using up-to-date data to ensure the model provides the most accurate
clustering representation.

3.4.4. Add Concurrency

During the review of the Java reference implementation, several blocks of logic with
high asymptotic complexity were identified. For example, the first step in the algorithm
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to compute the core distances has a time complexity of O(n?). The second step in the
algorithm is to compute the extended minimum spanning tree graph. This also takes
O(n?). These findings are consistent with the descriptions the authors of [8] provide in
their detailed complexity analysis of the HDBSCAN* algorithm. Rather than repeat all the
details from this complexity analysis here, a more practical approach to understanding
the performance of the algorithm is taken. The execution times of each major step of the
algorithm are collected when training models using a variety of datasets. These are not
meant to be rigorous experiments. Only a general idea of where the algorithm spends most
of its time is needed at this point. In fact, the first step in the algorithm which computes
the core distances consistently takes the longest out of all the steps. It is the next step that
computes the extended minimum spanning tree graph that takes the second longest.

Therefore, it makes sense to focus on parallelizing these two steps of the algorithm,
starting with the core distance calculations. In Java 8, there are several APIs which can
be used for implementing concurrency. An initial attempt is made to use a ForkJoinPool
which is designed for work that can be broken into smaller pieces recursively. This im-
plementation does not perform well and ended up taking longer in all cases than the
sequential version of the code. Next, the core distance calculations were implemented
using the ExecutorService API. For datasets larger than 5000 records, executing this logic
in parallel with multiple threads is always faster than the sequential implementation. For
small datasets, the overhead of starting and shutting down the ExecutorService appears
to degrade performance. For this reason, when the HdbscanTrainer is instantiated with
the variable numThreads equal to one, this condition will be detected, and the original
sequential core distance calculation will be executed. This provides a mechanism to achieve
optimal performance results for smaller datasets. The use of Java’s Parallel Streams API is
not explored here since some cumbersome steps would have been required to transform
the existing data structures into streams-compatible datatypes.

Exact measurements comparing various core distance calculation execution times are
not observed or presented here. This analysis is too fine grained. It is more important to
focus on measuring the time it takes to execute the complete algorithm, since that is how
the code will be used in practice. Such measurements will be presented and discussed in
the following section.

The next step of this task is to parallelize the block of logic that computes the extended
minimum spanning tree graph. Similar to the core distance calculation, there is a loop
nested within a loop which causes the time complexity to be O(n?). Carefully reviewing this
logic, again with the intention of executing it in parallel, reveals that each execution of the
outer loop cannot be safely performed in separate threads. Each subsequent execution of the
outer loop depends on a result from the previous executions of the loop. This indicates each
iteration of the outer loop needs to be made sequentially. Instead, an implementation which
again uses the ExecutorService APl is developed which submits only the code within the
inner loop to a thread pool executor. This solution still required some synchronization on a
specific block of code to maintain the safety of the logic. Unfortunately, this multithreaded
implementation of the logic that computes the extended minimum spanning tree graph
did not perform well with any of datasets used for testing. At this time, this step of the
HDBSCAN* algorithm will not be parallelized.

3.5. Compare the HDBSCAN* Implementations

The last step in the methodology of this work is to compare Tribuo Hdbscan to the other
HDBSCAN* implementations reviewed in this work. These comparisons are described in
this section, and the results are presented in the next section. The comparisons are captured
using Jupyter notebooks and they are available for review online [16]. It is well known that
Jupyter includes a Python kernel by default. However, Jupyter does not natively support
Java. Fortunately, a Java kernel can be added to Jupyter using a project called IJava [17].
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3.5.1. Cluster Assignments and Outlier Scores

The first comparison to make is between the reference implementation and Tribuo
Hdbscan. A model is trained for both implementations using the same dataset, and the
resulting cluster assignments and outlier scores are compared. This process is repeated
with three different datasets. The first and second datasets both use Gaussians, or generated
isotropic Gaussian blobs, which are simply sets of points normally distributed around a
defined number of centroids. The first dataset uses Gaussians with four centroids and
2000 points, where each point has three features. The second dataset uses gaussians with
three centroids and 4000 points, where each point has seven features. The third dataset
is more of a real-world dataset, which is the usage behavior of credit card holders over a
six-month period [18]. After data preprocessing, this dataset contains 8949 records where
each record has seventeen features.

A similar comparison is made between Tribuo Hdbscan and the Python module
hdbscan [4]. A model is trained for both implementations using the same dataset, and the
resulting cluster assignments and outlier scores are compared. The process is repeated
using the same three different datasets just described in the previous paragraph. The
HDBSCAN* algorithm is deterministic, which means that the algorithm produces the same
cluster assignments and outlier scores when the input remains fixed. Therefore, there is no
need to execute each individual test multiple times.

3.5.2. Predictions

Next, a comparison is made using the predictions made by Tribuo Hdbscan and
the Python module hdbscan. Recall that the reference implementation does not provide
prediction functionality. A model is trained for both implementations using the same
training dataset, and then each model is used to make predictions on a separate test dataset.
This process is repeated with three different datasets. All three datasets use Gaussians
because artificial datasets such as this provide the point’s assigned cluster, which is useful
for evaluating the quality of the predictions. Note that each of the three datasets is split
into separate training and test files in advance, to avoid any subtle differences that may
occur in the way each library splits the data after it has been loaded. The first dataset
uses Gaussians with four centroids and 2000 points, where each point has three features.
In this case the data are split with 99% for training and only 1% for test. Note that for
density-based clustering algorithms such as HDBSCAN?, splitting the data like this does
not result in over fitting. In fact, this should improve the quality of the predictions. The
second dataset uses Gaussians with three centroids and 5000 points, where each point has
four features. The third dataset uses Gaussians with five centroids and 5000 points, where
each point has four features. For both the second and third datasets, the data are split with
80% for training and 20% for test.

3.5.3. Performance

Additionally, the performance of the Tribuo Hdbscan implementation is compared
to the other HDBSCAN* implementations reviewed in this work. The first aspect of
performance to compare is the model training times. The approach is simple, a model
is trained for each implementation using the same dataset, and the training times are
recorded. Each test is performed three times and the average training times are calculated.
This process is repeated with three different datasets. The first dataset is the same credit
card usage data already described above. The second dataset uses Gaussians with six
centroids and 50,000 points, where each point has seven features. The third dataset uses
Gaussians with six centroids and 100,000 points, where each point has seven features.

The second aspect of performance to compare is the model prediction times, thus
Tribuo Hdbscan is compared to the Python module hdbscan [4]. A model is trained for
both implementations using the same training dataset. Then, each model is used to make
predictions on a separate test dataset and the prediction times are recorded. Again, each
test is performed three times and the average training times are calculated. This process is
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repeated with two different datasets. Each dataset is split into separate training and test
files in advance, to avoid any subtle differences that may occur in the way each library splits
the data after it has been loaded. The first dataset uses Gaussians with six centroids and
50,000 points, where each point has seven features. The second dataset uses Gaussians with
six centroids and 100,000 points, where each point has seven features. For both datasets, the
data are split with 60% for training and 40% for predictions. For accurate predictions, the
data should not be split in this way. The best practice would be to allocate a much higher
percentage for the training set. For these tests however, it is more interesting to provide a
larger volume of data to the prediction call.

4. Results and Discussion

This section presents the results of the comparisons made between Tribuo Hdbscan
and the other HDBSCAN* implementations reviewed in this work.

4.1. Cluster Assignments and Outlier Scores

Tribuo Hdbscan and the reference Java implementation produce identical cluster as-
signments and outlier scores for each of the three datasets. A JUnit assertion in the notebook
is used to validate these results. This confirms that the new HDBSCAN* implementation,
Tribuo Hdbscan, produces correct results.

When comparing Tribuo Hdbscan with the Python module hdbscan, there are some
differences in the cluster assignments. Adjusted mutual information scores are an effective
way to compare the assignments when the labeling technique is different. For example,
Tribuo Hdbscan uses the label “0” to indicate an outlier where hdbscan uses “—1". In-
terestingly, for the first dataset of Gaussians with four centroids and 2000 points, both
models obtained an adjusted mutual information score close to 0.80 when comparing the
computed cluster assignments to the actual cluster assignments. Recall that an adjusted
mutual information value of one indicates perfect correlation between results. Computing
the adjusted mutual information between the Tribuo Hdbscan and the hdbscan cluster
assignments gives a score of 0.98. For the second dataset of Gaussians with three centroids
and 5000 points, both models achieve an adjusted mutual information score of 1.0 when
comparing the computed cluster assignments to the actual cluster assignments. The third
dataset of credit card usage data produces the least similar cluster assignments. There are
no “ground truth” cluster assignments to use for comparison for this dataset. Computing
the adjusted mutual information between the Tribuo Hdbscan and the hdbscan cluster
assignments gives a score of 0.82. This dataset effectively demonstrates that subtle dif-
ferences between the way these two HDBSCAN* implementations have been developed
can produce different clustering results. Table 3 shows the adjusted mutual information
scores from the cluster assignments for trained models of each clustering implementation
for the described datasets. Scores of N/A are shown for the Credit Card dataset since
there are no “ground truth” cluster labels that can be used to calculate an adjusted mutual
information score.

Table 3. The adjusted mutual information scores of the cluster assignments for trained models.

Dataset Ref Impl Tribuo Hdbscan Python hdbscan
4 Centroids, 3 Features, 2000 points 0.80 0.80 0.79

3 Centroids, 7 Features, 4000 points 1.0 1.0 1.0
Credit Card Data, 8949 points N/A N/A N/A

When comparing the outlier scores between Tribuo Hdbscan with the Python module
hdbscan, the results were quite different for every dataset. Because these are decimal values
between zero and one, some investigation was made to determine if the differences were
very small fraction values. Even with difference tolerances of 0.01, the results are still
significantly different.
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4.2. Predictions

Tribuo Hdbscan and the Python module hdbscan produce identical cluster assignment
predictions for each of the three datasets. This confirms that the novel technique to make
fast predictions provided with Tribuo Hdbscan produces high-quality results. Table 4
shows the adjusted mutual information scores for the predicted cluster assignments of
these two clustering implementations for the described datasets. Recall again that the
reference implementation does not provide prediction functionality.

It is interesting to note that both implementations make the identical prediction errors
for the dataset of Gaussians with four centroids and 2000 points. The adjusted mutual
information score for the predicted cluster assignments for this test case is 0.87. Both
models identify three clusters and assign several points as outliers or noise, even though
this synthetic dataset is defined to have four clusters. Recall that a similar observation
is made above when reviewing the cluster assignments for training step of the dataset.
Fortunately, this particular dataset was defined with only three features, so it is possible to
plot and visualize. The resulting visualization does show that two of the clusters appear
nearly combined, which explains this result.

Table 4. The adjusted mutual information scores for the predicted cluster assignments.

Dataset Tribuo Hdbscan Python Hdbscan
4 Centroids, 3 Features, 20 points 0.87 0.87
3 Centroids, 4 Features, 1000 points 1.0 1.0
5 Centroids, 4 Features, 1000 points 1.0 1.0

Lastly, since the cluster models trained by these two HDBSCAN* implementations
demonstrated significantly different outlier scores, the predicted outlier scores are
not compared.

4.3. Performance

The results from comparing the model training times are best visualized. Figure 6
shows a clustered column chart comparing the model training times for the three datasets.
Tribuo Hdbscan performs better than the reference implementation. Even though there is
some overhead from the Tribuo framework, and some extra steps to compute the cluster
exemplars, the improved training times are a direct result of parallelizing the core dis-
tance calculations. On the test hardware, instantiating the HdbscanTrainer class with the
variable numThreads set to eight produced the best results, as can be seen in the relevant
notebooks [16].
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Figure 6. A clustered column chart comparing the model training times for the three datasets.
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The Python module hdbscan is faster than Tribuo Hdbscan by an order of magnitude
in the time taken to train the models. This implementation takes advantage of scikit-learn’s
KDTree and BallTree nearest neighbor algorithms to compute the core distances. It also
uses numpy extensively and leverages its optimized numerical array operations.

The results from comparing the model prediction times are also best visualized.
Figure 7 shows a clustered column chart comparing the model prediction times for the
two datasets.
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Figure 7. A clustered column chart comparing the model prediction times for the two datasets.

The novel prediction technique provided with Tribuo Hdbscan is able to make predic-
tions much faster than the Python module hdbscan. This technique, which uses computed
cluster exemplars to estimate cluster assignments, has an asymptotic complexity of O(y/n)
as discussed above. The Python module hdbscan closely follows the HDBSCAN* algorithm
to make predictions which has a theoretical complexity of O(n?). In practice, the hdbscan
module leverages pre-computed structures stored in memory, so it should be somewhat
faster, but it is still slower than the technique proposed in this work.

5. Conclusions and Future Work

An implementation of the HDBSCAN* clustering algorithm, Tribuo Hdbscan, is
developed and presented in this work. This implementation is proven to produce the
same cluster assignments and outlier scores as the reference Java implementation. This
implementation leverages concurrency and improves on the performance of this reference
implementation for model training by 25%. The Python module hdbscan is the state-of-the-
art HDBSCAN* implementation, which is well-known and widely used. It significantly
outperforms Tribuo Hdbscan at training clustering models. Tribuo Hdbscan provides
prediction functionality, which is a novel technique to make fast predictions for unseen
data points using an HDBSCAN* clustering model. This functionality is demonstrated to
be correct since it produces the same cluster predictions as the Python module hdbscan
given the same input data. Surprisingly, Tribuo Hdbscan makes predictions ten times faster
than hdbscan.

There are numerous Java enterprise applications running in production today. Being
able to generate density-based clustering models, using the Tribuo machine learning library,
natively in a Java project is an important point. The fast prediction capabilities make Tribuo
Hdbscan a compelling choice for applications such as a streaming clustering service.

There are some suggestions for future work on this HDBSCAN?* implementation.
Improving the performance of model training needs to be investigated to achieve model
training times more comparable to the Python module hdbscan. The current analysis
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of Tribuo Hdbscan shows that the first step of the algorithm which computes the core
distances, although improved, still takes about 35% of the total processing time. It is the
next step in the algorithm which computes the extended minimum spanning tree graph that
takes the largest percentage of the processing time, at 45%. Carefully examining the Python
module hdbscan shows that there are some advances made in these steps of the algorithm.
To compute the core distances, it leverages either the KDTree or BallTree [14] classes which
are optimized nearest neighbor algorithms. To compute the minimum spanning tree, a
technique described as a Dual tree Boruvka minimum spanning tree computation can be
employed. The authors of both [19,20] describe this technique in their work. Researching
these areas and reimplementing the first two steps of the HDBSCAN?* algorithm in Tribuo
Hdbscan should significantly improve the performance of model training.
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