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Abstract: When planning lunar rover missions, it is important to develop intuition and driving
skills for unfamiliar environments before incurring the costs of reaching the moon. Simulators
make it possible to operate in environments that have the physical characteristics of target locations
without the expense of extensive physical tests. This paper proposes a motion simulation and
human–computer interaction system based on a parallel mechanism to realize high-fidelity manned
lunar rover simulations. The system consists of an interactive operating platform and a lunar surface
simulation environment based on Unity3D. To make the 6-DOF platform simulate the posture changes
of the rover, we improved the motion simulation algorithm. We designed a posture adjustment
system and built virtual sensors to help astronauts perceive the lunar environment. Finally, this
paper discusses the method for the realization of the multi-channel human–computer interaction
system; astronauts can interactively control the rover through five channels. Experiments show
that this system can realize high-fidelity rover simulation and improve the efficiency of human-
computer interaction.

Keywords: rover simulation; multi-channel human–computer interaction; force feedback; Unity3D

1. Introduction

Rovers are indispensable in deep space exploration and can be used to perform
scientific tasks over long distances. China’s Jade Rabbit rover has successfully completed
its work on the moon. However, compared with unmanned rovers, the operation of a
manned rover is quite different. The only manned lunar rovers used so far have been on the
Apollo 15, 16, and 17 missions of the early 1970s [1]. When planning lunar rover missions, it
is important to develop intuition and driving skills for alien environments before incurring
the cost of reaching the moon. Simulators make it possible to operate in environments that
have the physical characteristics of target locations without the expense and overhead of
extensive physical tests.

Research on manned rover simulators was carried out in the 1960s and 1970s, including
the simulator in the US Apollo program and the manned rover simulator in the former
Soviet Union [2]. In the Apollo project, simulator training accounted for one-third of total
training time. It is an important and irreplaceable part of training to develop the driving
skills of astronauts. Restricted by computer technology, these simulators adopted semi-
physical simulations and physical simulations—thereby reproducing the visual and motion
states of lunar driving [3]. Researchers have developed space-based suspension technology
or ground-based motion platforms to realize the simulation of motion perception [4].
Training can also be carried out in environments on the earth similar to the moon, such as
deserts, gravel deserts, and other areas, causing high costs.

In recent years, lunar rover simulation has mainly focused on lunar environment sim-
ulations and rover motion simulations. Allan et al. constructed a simulated lunar environ-
ment with high resolution terrain suitable for rover driving, using the open-source Gazebo
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platform and tools from the ROS ecosystem [5]. Xie et al. produced a 100 m × 100 m
digital terrain using the random diameters method, in the form of a digital evaluation
model (DEM) containing 25 × 104 grid points [6]. The Boeing Company developed a
terrain simulation system consisting of a 9-square-kilometer “lunar surface”, according
to the data obtained from the experiments of the Apollo 15 [7]. Ju et al. developed a
real-time 3D visualization system to study the dynamics modeling and control problem of
a six-wheel rocker-bogie lunar rover, and simulated the rover’s motion and wheel–terrain
interactions [8]. Tian et al. established a model of a lunar rover based on plastoelastic
terramechanics and multibody dynamics, simulating the relationship between the wheels
and the terrain [9]. ROAMS (Rover Analysis, Modeling and Simulation) developed by
the Jet Propulsion Laboratory of the California Institute of Technology is a multi-mission
rover simulation software capable of modeling a closed-loop system and establishing
terrain/vehicle interactions [10].

This paper proposes a lunar exploration motion simulation and human–computer
interaction system with low cost, strong immersion, rich interactive functions, and con-
venient training. This paper introduces this proposal from a systems perspective and is
divided into five parts. Section 2 briefly introduces the hardware of the system—which is
the interactive operating platform—and the virtual environment, including the creation
of the rover and terrain model, the motion simulation algorithm and its realization, the
creation of the posture adjustment system, and the realization of path planning. Section 2
introduces the human–computer interaction method of the system. Section 3 discusses
the testing of the motion simulation and human–computer interaction method. Finally,
Section 4 gives the conclusions and discusses future work.

This paper’s main contributions lie in the following:

• We designed a motion simulation method based on a 6-DOF platform. We improved
the somatosensory feedback algorithm to ensure that the platform can simulate the
motion state of the rover over a limited motion range. This method enables training to
be carried out in an environment with the physical characteristics of the lunar surface
without the need for extensive physical testing.

• We designed a multi-channel human–computer interaction method. Natural and
efficient interactions between the human and the rover were realized through the
cooperation of five channels: vision, force feedback, body feeling, voice, and touch.

• We integrated multi-channel human-computer interaction methods and motion sim-
ulation methods, and designed mechanisms such as the 6-DOF platform to form a
system. This system enables astronauts to master the driving skills for manned rovers
and familiarize themselves with the lunar environment. Finally, the system realizes
the interactive integration of astronauts’ actual operations and lunar rover operations
in a virtual environment. Combining the above links, we have realized the innova-
tive application of the hardware in the loop simulation system in the field of lunar
rover simulation.

2. Materials and Methods
2.1. System Architecture and Interactive Operating Platform

To achieve high-fidelity lunar exploration simulation and meet training needs, the
core of the system is the creation of lunar scenes and the motion simulation of a rover. The
physical effects of objects on the moon are different from those on the earth. We built a
simulation environment with Unity3D, adding elements such as gravity and interactions
between objects to form a physical system.

As shown in Figure 1, the system includes an interactive operating platform and a
lunar surface simulation environment.
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The size of the 6-DOF motion platform is 1000 × 1000 × 740 mm, which can carry a 
load of 400 Kg. Six hydraulic cylinders drive the platform to move. The pitch, roll, and 
yaw angles of the platform can reach up to 26°; the maximum displacement in the X and 
Y directions is 280 mm, and in the Z direction is 300 mm. We choose an LJ-EC-80-300 
electric cylinder, which has a displacement accuracy of 0.1 mm and an angular accuracy 
of 0.1°. The platform has a response speed of 0.01 s, which can provide astronauts with a 
high-fidelity and continuous driving experience.  

Astronauts use a force feedback handle to control the forward, backward, accelera-
tion, deceleration, steering, and braking of the rover. We designed and implemented the 
force feedback method. The handle generates feedback force according to the slope of the 
terrain and generates damping according to the resistance received when turning. The 
above functions can provide astronauts with intuitive feedback on the terrain, allowing 
astronauts to clearly know the terrain conditions around the rover.  

As shown in Figure 3, the operating platform is built on a 6-DOF platform. We de-
signed a vision system to provide real-time wide-angle vision and driving information 
such as speed and path planning. To improve the interaction efficiency, we designed a 

Figure 1. Schematic diagram of the system.

The interactive operation platform is composed of a human–computer interaction
module, a master computer, and a platform control module. The master computer receives
data from the interactive operation platform and sends the posture information of the rover
to the platform control module. The distributed controller controls the motion of the 6-DOF
platform and simulates the tilt, vibration, acceleration, and deceleration of the rover.

The interactive operation platform can accurately reflect the motion state felt by
astronauts. The hardware component includes a 6-DOF motion platform at the bottom and
a console at the top. The 6-DOF platform is shown in Figure 2.
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Figure 2. 6-DOF motion platform.

The size of the 6-DOF motion platform is 1000 × 1000 × 740 mm, which can carry a
load of 400 kg. Six hydraulic cylinders drive the platform to move. The pitch, roll, and
yaw angles of the platform can reach up to 26◦; the maximum displacement in the X and
Y directions is 280 mm, and in the Z direction is 300 mm. We choose an LJ-EC-80-300
electric cylinder, which has a displacement accuracy of 0.1 mm and an angular accuracy
of 0.1◦. The platform has a response speed of 0.01 s, which can provide astronauts with a
high-fidelity and continuous driving experience.

Astronauts use a force feedback handle to control the forward, backward, acceleration,
deceleration, steering, and braking of the rover. We designed and implemented the force
feedback method. The handle generates feedback force according to the slope of the terrain
and generates damping according to the resistance received when turning. The above
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functions can provide astronauts with intuitive feedback on the terrain, allowing astronauts
to clearly know the terrain conditions around the rover.

As shown in Figure 3, the operating platform is built on a 6-DOF platform. We
designed a vision system to provide real-time wide-angle vision and driving information
such as speed and path planning. To improve the interaction efficiency, we designed
a touch screen, buttons, and voice modules to form a multi-channel human–computer
interaction module.
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Figure 3. Diagram of the operating platform.

2.2. Modeling of Lunar Environment and Rover

To produce a real lunar driving experience, the simulated world must represent the
target physical environment. To restore the dynamic characteristics of the lunar rover, we
established a manned lunar rover simulation model and a virtual environment based on
Unity3D. We built a four-wheel independent semi-active posture adjustment mechanism,
and built a sensor model to simulate the movement, posture adjustment, path planning,
and other operations of the rover.

2.2.1. Lunar Environment Generation

The lunar environment includes the lunar terrain and the geometric and kinematics
model of the manned lunar rover. On the moon, the main obstacles of interest to the lunar
rover are rocks and craters. The distribution of obstacles has a significant impact on the
simulation effect [11]. We tried to simulate this effect by procedurally placing rocks and
craters and using the latest orbital information to simulate the formation of the lunar terrain.

The topographic data are from the Lunar Reconnaissance orbit satellite LRO, which is
located 3 km south of the Apollo 15 landing site [12,13]. Craters were added through the
transformation of the height map. (x, y, z) represents the coordinates of the sampling point.
The two-dimensional coordinates v (x, y) of the height map corresponded to the (x, y) of
the sampling point, and the relationship between the brightness value and the Z of the
sampling point is shown in Formula (1):

Z =
L× hmax

255
(1)

where hmax is the maximum height of the lunar surface. The luminance value of v (x, y) is L.
The depth and diameter of the crater met the following formula [14]:

H = 0.196D1.01 (2)

where H is the depth of the crater and D is the diameter of the crater.
The height map was loaded into Unity3D as a terrain model to generate a simula-

tion environment.
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The shapes of the lunar rocks included circular, rectangular, concave, and so on. Rocks
were generated on the terrain according to the distribution density of rocks with different
diameters on the moon. The shape, size, quantity, and spatial distribution of rocks can be
adjusted in Unity3D. The final lunar surface model is shown in Figure 4.
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Figure 4. Simulation model of the lunar environment.

Referring to the Apollo manned lunar rover, we designed a symmetrical springless
suspension model, including two single-sided rocker arms and four bogies. The rocker
arms on both sides had rotational freedom and were connected by a differential device.
The pitch angle of the body was the average of the pitch angles of the rocker arms. The
four wheels were independently driven and combined for steering [15,16]. The model of
the rover is shown in Figure 5.
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2.2.2. Motion Simulation of the Rover

Due to the limitations of the mechanical structure, the translation range of the 6-DOF
platform is limited [17]. Therefore, in the process of simulating the actual movement of
the rover, the platform cannot track the 6-DOF attitude. To achieve high-fidelity posture
following, the output data needs to be processed.

The human vestibular perception system is composed of otoliths and semicircular
canals. The driver feels linear acceleration through otoliths, and angular velocity through
semicircular canals. When the data is greater than the threshold, the driver will sense
movement. To be perceived by humans, the longitudinal and lateral acceleration must
be greater than 0.17 m/s2, the vertical acceleration must be greater than 0.28 m/s2, and
the pitch, roll, and yaw angular velocity must be greater than 3.6◦/s, 3.0◦/s, 2.6◦/s. The
platform moves at an angular velocity lower than the human perception threshold, and the
longitudinal and lateral linear acceleration are simulated by the gravity component. Based
on this principle, we designed a motion simulation system. The motion parameters of the
rover and the linear acceleration perceived by the otolith were used as the input data of the
algorithm to obtain the displacement and attitude angle. The flow of the somatosensory
feedback algorithm is shown in Figure 6.
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Otoliths cannot distinguish the influence of gravity on motion, and the perceived
linear acceleration exists in the form of the specific force fAA:

fAA = a− g (3)

where a is the absolute linear acceleration of human body and g is the gravitational acceleration.
It is difficult for the human body to perceive tiny angular velocities, so tilt coordination

cannot simulate excessively high linear acceleration. It is necessary to scale the kinematic
parameters through the scale link. Taking into account the relative position of the vehicle
centroid and the vestibule, Ls is the coordinate transformation matrix from the human body
coordinate system to the inertial coordinate system, and Ts represents the transformation
matrix from the angular velocity to the Euler angle change rate. The linear acceleration and
angular acceleration in the human body coordinate system was converted to the inertial
coordinate system:

f2 = Ls f1 (4)
.
β2 = Tsω1 (5)

where f1, f2 are the specific force in the human body coordinate system and the inertial
coordinate system, respectively. ω1,

.
β2 are the angular velocity signals in the human body

coordinate system and the inertial coordinate system.
The speed of the rover was low, and the posture change was small. The 6-DOF

platform could easily track the high-frequency components of linear acceleration and
angular velocities. The motion simulation system tracked high-frequency linear acceleration
and used tilt coordination to simulate longitudinal and lateral linear acceleration. We
designed the angular velocity-limiting link to ensure that it would be difficult for the
human body to perceive posture changes caused by tilt coordination. We limited the
angular displacement caused by the low-frequency angular velocity to ensure that the
6-DOF platform was not affected by interference factors.

It is necessary to ensure that the platform returned to the initial position without being
perceived after the pose change occurred. We designed a third-order high-pass filter to filter
the linear acceleration in the inertial coordinate system. The transfer function is as follows:

as
high

a2
=

s2

(s + ωm)
(
s2 + 2ξhωhs + ω2

h
) (6)

a2 is the input line acceleration, as
high is the filtered acceleration, ωm and ωh are the

natural cut-off frequencies of the first and second order links respectively, and ξh is the
damping ratio; here, ξh = 1.
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We used a second-order low-pass filter to construct the tilt coordination link. The
transfer function is as follows:

flow
f1

=
ωl

2

(s2 + 2ξlωl + ωl
2)

(7)

f1 is the specific force in the human body coordinate system, flow is the output of
low-pass filter, ωl is the natural cut-off frequency of the second-order low-pass filter, and ξl
is the damping ratio—which was set as 1.

When the vehicle is driving on the moon, the posture angle changes in various direc-
tions are quite different. The yaw angle has a large variation range, so we used a first-order
filter to filter the pitch and roll angles, and a second-order filter to filter the yaw angle. The
transfer functions of the first-order high-pass filter and low-pass filter are as follows:

.
β

s
high
.
β2

=
s(

s + ωhβ

) (8)

.
β

s
low
.
β2

=
ωlθ(

s + ωlβ

) (9)

.
β2 is the angular velocity in the inertial coordinate system and

.
β

s
high and

.
β

s
low are the

output of the first-order high pass filter and low-pass filter, respectively. ωhβ and ωlβ are
the natural cut-off frequencies.

The transfer functions of the second-order high-pass filter and low-pass filter are
as follows: .

β
s
hθ

.
βθ

=
s2

(s2 + 2ξhθωhθ + ωhθ
2)

(10)

.
β

s
lθ

.
βθ

=
ωlθ

2

(s2 + 2ξlθωlθ + ωlθ
2)

(11)

ωhθ and ωlθ are the natural cut-off frequencies of the high-pass filter and the low-pass
filter, and ξhθ and ξhθ are the damping ratios—set here is 1.

After each component is obtained through the filter, the tilt coordination link converts
the low-frequency linear acceleration component into the tilt angle. The formula is:

ψs′
low =

f x
low
g

(12)

ϕs′
low = −

f y
low
g

(13)

f x
low, f y

low is the low frequency vertical and horizontal component of the proportional
input, and ψs′

low, ϕs′
low is the pitch angle and roll angle of the tilt coordination (in Figure 6,

they are uniformly represented by
.
β

s′

low).
We passed each component through the limiting and integration link and superim-

posed it. We calculated the angular displacement and linear displacement of 3-DOF. The
extension of each hydraulic cylinder was obtained through the inverse kinematics solution
to drive the motion platform.

2.2.3. Posture Adjustment Module

The rover’s posture adjustment module—that is, the suspension—is a mechanism
that connects the wheels and the body of the rover. Its functions include power transmis-
sion, buffering, and vibration reduction [18], which affect the performance, stability, ride
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comfort, and anti-overturning ability of the rover. We designed the posture adjustment
module. Through the above work, it was ensured that the astronauts will have a stable and
comfortable driving experience when the rover works on the rugged lunar surface.

According to the connection between the wheels and the body, the suspension was di-
vided into independent and non-independent suspensions. We used four-wheel independent
semi-active suspension to ensure comfort and reliability while reducing energy consumption.

The PID control model of the semi-active posture adjustment system is shown in
Figure 7. k is the spring stiffness, c is the damping coefficient of the shock absorber, fi is the
driving force of the i wheel generated by PID adjustment, x0 is the excitation displacement,
x1 is the displacement of the suspension connection, and x2 is the body displacement.
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According to the model, the dynamic equation of the suspension can be established [19,20]:

m
..

x1 − k(x1 − x0)− c
( .
x1 −

.
x0
)
+ fi = 0 (14)

m′
..

x2 − fi = 0 (15)

To realize the leveling of the car body, the car body inclination was regarded as the
object of PID control to reduce turbulence. PID control is a commonly used control method
in semi-active suspensions and has strong applicability. Its structural framework is shown
in Figure 8. In Unity 3D, we used the collider component and wrote PID adjustment scripts
to carry out the simulation:

fα = K
(

kpα + ki

∫
αdt + kd

dα

dt

)
(16)

fβ = K
(

kpβ + ki

∫
βdt + kd

dβ

dt

)
(17)
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We took the pitch angle α and roll angle β of the car body as the input of the PID
control, and generated the driving force fi of the i wheel as the output of the system. The
output was fα and fβ, which obtained fi after different linear combinations. The structure
diagram of the PID control is shown in Figure 8.

2.2.4. Virtual Sensors and Driving Warning

We installed virtual sensors on the lunar rover to collect the terrain data of the sur-
rounding environment. The sensor model was based on the VLP-32 three-dimensional
lidar developed by Velodyne and implemented using the ray detection function in Unity.

The VLP-32 lidar scanned the lunar terrain with a fixed angular resolution. After
scanning for a week, the angle and distance data of a set of points were obtained and
converted into coordinates in the global coordinate system. We generated squares of
different colors according to the difficulty of driving on the terrain, and used this as a
marker. The rendering effect of the virtual sensor is shown in Figure 9.
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We generated mark points according to actual operation requirements, and the classi-
fication method is shown in Table 1. The effect of driving warnings is shown in Figure 10.

Table 1. Mark point classification.

Angle Color Explain

Less than −25◦ Purple Dangerous slope, no passage
From −25◦ to 110◦ Blue The brakes need to be applied
From −10◦ to 10◦ Green Safe passage
From 10◦ to 25◦ Yellow A certain pre-acceleration is required to pass
Greater than 25◦ Red Dangerous slope, no passage
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With the completion of the detection, the system carried out path planning according
to the terrain data obtained by lidar and calculated the best scheme to reach the target point.
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We used the A* algorithm for path planning [21]. The algorithm considers the distance cost
and the slope cost calculated from radar data, and constantly searches for unknown nodes
according to the heuristic function f (n). The formula is as follows:

f (n) = g(n) + h(n) (18)

g(n) = x(n) + α× d(n) (19)

where g(n) represents the exact path from the starting point to node n, h(n) is the estimated
remaining path from node n to the target point, x(n) is the horizontal distance from the
starting point to node n, d(n) is the vertical distance from the starting point to node n, and
α is the slope parameter. The results of the path planning are shown in Figure 11.
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2.3. Multi-Channel Human–Computer Interactions

To improve the efficiency of interactive control in the enclosed cockpit, we designed a
human–computer interaction module. Astronauts could interact with the rover through
the integration of five channels of vision, force, voice, touch, and somatosensory perception.
The process is shown in Figure 12.

Appl. Sci. 2022, 12, x FOR PEER REVIEW 10 of 19 
 

node n, and 𝛼 is the slope parameter. The results of the path planning are shown in Fig-
ure 11. 

 
Figure 11. Schematic diagram of the safe return route. 

2.3. Multi-Channel Human–Computer Interactions 
To improve the efficiency of interactive control in the enclosed cockpit, we designed 

a human–computer interaction module. Astronauts could interact with the rover through 
the integration of five channels of vision, force, voice, touch, and somatosensory percep-
tion. The process is shown in Figure 12. 

 
Figure 12. Structure of the multi-channel interactive system. 

The handle feedbacks the force and damping based on the terrain data obtained by 
the virtual sensor. This function can effectively assist astronauts in driving, ensuring driv-
ing safety and operating efficiency. The flow of the force feedback solution algorithm is 
shown in Figure 13. 

 
Figure 13. Flow chart of force feedback solution. 

Figure 12. Structure of the multi-channel interactive system.



Appl. Sci. 2022, 12, 2312 11 of 19

The handle feedbacks the force and damping based on the terrain data obtained by the
virtual sensor. This function can effectively assist astronauts in driving, ensuring driving
safety and operating efficiency. The flow of the force feedback solution algorithm is shown
in Figure 13.
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In Section 2.2.4, we marked the data points with different colors and generated a color
set (purple; blue; green; yellow; red). When calculating the feedback force, we mapped the
five colors to the force feedback level (−2; −1; 0; 1; 2). We divided the driving direction
into 5 areas, as shown in Figure 14.

Appl. Sci. 2022, 12, x FOR PEER REVIEW 11 of 19 
 

In Section 2.2.4, we marked the data points with different colors and generated a color 
set (purple; blue; green; yellow; red). When calculating the feedback force, we mapped 
the five colors to the force feedback level (−2;−1;0;1;2). We divided the driving direction 
into 5 areas, as shown in Figure 14. 

 
Figure 14. Direction division of the driving area. 

Within 15 m around the rover, we counted and summed the force feedback levels of 
all data points in five driving directions. Feedback force 𝐹௜ was calculated as follows: 𝐹௜ = 𝐾 ෍ 𝐹௉௢௜௡௧   (20)

where 𝑖 = −2, −1, 0, 1, 2, representing each driving direction. K is the proportional coeffi-
cient of force feedback, and 𝐹௉௢௜௡௧ is the force feedback level of terrain data points. 

According to the horizontal and vertical position values of the handle, we calculated 
the expected travel direction and speed of the rover. The target driving area was judged 
according to the expected value of the travel direction, and the feedback force calculated 
as: 𝐹⃗ = −𝑣𝑣⃗𝐹௜ + (2𝑖𝑁 − ℎ)ℎሬ⃗ 𝐹௜   (21)

where N is the total number of driving areas, ℎሬ⃗  and 𝑣⃗ are unit vectors in the horizontal 
and vertical directions, and the range of ℎ and 𝑣 is [−1,1]. 

We decomposed the feedback force along the driving direction and its vertical direc-
tion, and fed it back to the horizontal and vertical directions of the handle, respectively. 
Combining force feedback and visual information, astronauts could intuitively judge the 
terrain and choose a safe driving direction. 

The vision system was composed of three displays, which provided the astronauts 
with driving perspective, overhead perspective, vehicle parameters, and operating infor-
mation. The voice module recognized the voice of the astronaut and parsed instructions. 
The console was equipped with buttons and knobs. We used a touch screen and designed 
a user interface to realize touch functions. The above interaction methods were combined 
to realize the start and emergency stop of the rover, the control of the posture adjustment 
module, the control of the lidar, and the adjustment of the functional parameters. 

We integrated multiple interactive methods including voice, touch, and traditional 
buttons to enable astronauts to complete their operations more conveniently and effec-
tively, according to mission requirements and their conditions. The above research has 
improved the safety and reliability of rover control. We combined visual and force feed-
back to provide intuitive lunar terrain feedback and rich interactive information for astro-
nauts in a closed cockpit, which helps astronauts to perceive the environment. 

3. Simulation Results 
3.1. Real Time Capability of the System 

The hardware of this system consisted of a 6-DOF platform and a console, as shown 
in Figure 15. An operating platform was built above the 6-DOF platform, which included 

Figure 14. Direction division of the driving area.

Within 15 m around the rover, we counted and summed the force feedback levels of
all data points in five driving directions. Feedback force Fi was calculated as follows:

Fi = K ∑ FPoint (20)

where i = −2,−1, 0, 1, 2, representing each driving direction. K is the proportional
coefficient of force feedback, and FPoint is the force feedback level of terrain data points.

According to the horizontal and vertical position values of the handle, we calculated
the expected travel direction and speed of the rover. The target driving area was judged
according to the expected value of the travel direction, and the feedback force calculated as:

→
F = −v

→
v Fi +

(
2i
N
− h
)→

h Fi (21)

where N is the total number of driving areas,
→
h and

→
v are unit vectors in the horizontal

and vertical directions, and the range of h and v is [−1, 1].
We decomposed the feedback force along the driving direction and its vertical direc-

tion, and fed it back to the horizontal and vertical directions of the handle, respectively.
Combining force feedback and visual information, astronauts could intuitively judge the
terrain and choose a safe driving direction.

The vision system was composed of three displays, which provided the astronauts with
driving perspective, overhead perspective, vehicle parameters, and operating information.
The voice module recognized the voice of the astronaut and parsed instructions. The
console was equipped with buttons and knobs. We used a touch screen and designed a
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user interface to realize touch functions. The above interaction methods were combined
to realize the start and emergency stop of the rover, the control of the posture adjustment
module, the control of the lidar, and the adjustment of the functional parameters.

We integrated multiple interactive methods including voice, touch, and traditional
buttons to enable astronauts to complete their operations more conveniently and effectively,
according to mission requirements and their conditions. The above research has improved
the safety and reliability of rover control. We combined visual and force feedback to provide
intuitive lunar terrain feedback and rich interactive information for astronauts in a closed
cockpit, which helps astronauts to perceive the environment.

3. Simulation Results
3.1. Real Time Capability of the System

The hardware of this system consisted of a 6-DOF platform and a console, as shown in
Figure 15. An operating platform was built above the 6-DOF platform, which included a
vision system, a force feedback handle, a touch screen, and buttons. The system provided a
realistic and tangible sensory simulation environment for the astronauts.
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The real-time performance of the simulation system directly affected the timing control
and the confidence of the whole simulation results. Generally, the real-time performance
can be characterized by the time-consuming ∆t of one-step simulation. ∆t is the time
interval between the computer starting the motion simulation of the rover and the steering
gear parameters sent back to the simulation computer. The test objects in the system form
a simulation closed loop, and record the time-consuming results of the single step in the
simulation process. The statistical analysis results are shown in Figure 16.

It can be seen that the single-step simulation time ∆t of the simulation system was in
the range of 0.5–0.95 ms—strictly less than 1 ms—and that the average value was 0.63 ms.
The system was able meet the requirements of the hardware in the loop simulation with a
simulation step of 1 ms.

3.2. Posture-Following Experiment

We conducted real-time simulation experiments of the posture following of the 6-
DOF platform. The experiment lasted for 120 s. Figures 17 and 18 show the results for
the acceleration and angular velocity. In the figure, Actual acceleration represents the
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actual motion parameters of the rover in the simulation environment, and Output accelera-
tion represents the 6-DOF platform motion parameters processed by the somatosensory
feedback algorithm.
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As shown in the figure, the system could basically simulate the acceleration, decelera-
tion, and other motion states of the rover, and limit the motion range to the safety range of
the 6-DOF platform.
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3.3. Suspension Effectiveness Test

We invited 20 volunteers without driving experience with this device to conduct
a comparative test, which lasted 20 min. The experimenters drove when the posture
adjustment system was turned on and off, and we handed out questionnaires to them. The
results analysis is shown in Figure 19. The conclusions are as follows:
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After the posture adjustment system was turned on, the bumps of the vehicle were
significantly reduced, and the impact on terrain judgment was small. The design goal
was achieved.

During the experiment, we recorded the angle between the vertical line of the ground
and the rover, as shown in Figure 20.

It can be seen that the suspension reduced the angle between the vertical direction and
the vertical line of the rover body, and ensured the stability of the attitude of the lunar rover.
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3.4. Multi-Channel Interactive System Experiment
3.4.1. Visual and Force Interaction

We invited seven volunteers who had no experience in driving this device to partici-
pate in the experiment.

In the preparation of the experiment, we designed six routes of similar length on the
simulated terrain and optimized the routes according to the terrain slope and the frequency
of undulations. To ensure the validity of the experimental results, the experimenters learned
and practiced driving with the simulation platform. Three routes were randomly selected
from the preset routes for the training. During the training, each experimenter needed to
drive the rover along three routes.

In the experiment, we randomly selected one of the remaining routes as the experi-
mental route. First, the selected route was blurred to obtain a recommended driving area,
which is visually displayed on the terrain as a driving reference. Each volunteer operated
the platform with a single-channel interaction method that only included vision and an
interaction method that combined the two channels of vision and force feedback. As shown
in Figure 21, the experimenter drove twice along the same route, and we recorded the
driving path and time (Figure 21).
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Figure 22 shows the path traveled by the experimenter driving the rover. Among the
paths shown, the red path is the optimal path calculated by the system. The blue path



Appl. Sci. 2022, 12, 2312 16 of 19

indicates the one taken by the experimenter with only visual judgments during driving.
The green path indicates when the experimenter was able to judge the terrain through a
combination of vision and the force feedback of the handle.
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We found that when the experimenters considered the force feedback information,
the driving route was closer to the optimal route. This shows that in this study, the force
feedback handle helped astronauts choose a safer driving route. Table 2 shows the data
under two driving modes.

Table 2. Driving hours of visual and force interaction experiment.

Number 1 2 3 4 5 6 7 8

Vision 37.2 32.6 40.5 39.2 33.6 31.3 42.3 35.5
Vision and force perception 39.2 34.1 44.1 37.8 35.6 36.1 42.9 34.8

From the above data, it can be seen that when the experimenter judged the terrain
through a combination of vision and the force feedback, the posture of the rover was
more stable and the route was closer to the optimal path. Although the experiment time
was generally increased, after interviews, we reached the following conclusion: When the
number of channels increased, the factors that affect the experimenter’s judgment increased.
Therefore, the judgment time increased, which eventually led to a longer operation time.
However, the increase in time was not significant, and the impact on work efficiency
was small.

3.4.2. Voice Control–Touch–Button Three-Channel Interactions

To test the effect of voice control, touch screens, and buttons on improving the work
efficiency of the driver, we designed an experiment. The specific process is as follows:

• Experiment 1: Starting the rover. The experimenter needed to complete the four
operations of powering the console, turning on the attitude adjustment system, turning
on the radar, and turning on the simulation system.

• Experiment 2: The experimenter turned on the radar and adjusted the suspension
during driving.

• Control method: a. Button control; b. A combination of buttons, voice, and touch.

Each experimenter used two control methods to conduct experiments. We recorded
the duration of the experiment and the evaluation of operating comfort. The experimental
data is shown in Tables 3–6:
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Table 3. Data of Experiment 1 (Key control).

Number 1 2 3 4 5 6 7 8

Time (s) 9.8 10.5 11.1 8.5 8.9 9.5 7.7 10.7
Evaluation of comfort 6 7 7 9 7 8 8 7

Table 4. Data of Experiment 1 (Combination of three channels).

Number 1 2 3 4 5 6 7 8

Time (s) 8.3 7.2 9.5 8.7 7.4 7.9 7.5 6.9
Evaluation of comfort 8 9 8 8 8 10 8 8

Table 5. Data of Experiment 2 (Key control).

Number 1 2 3 4 5 6 7 8

Time (s) 24.7 23.4 19.8 21.6 19.9 22.3 26.2 18.8
Evaluation of comfort 6 6 7 5 6 5 5 6

Table 6. Data of Experiment 2 (Combination of three channels).

Number 1 2 3 4 5 6 7 8

Time (s) 23.4 23.0 20.7 20.6 18.3 19.5 23.6 18.5
Evaluation of comfort 7 9 7 8 10 9 8 10

From the above data, it can be seen that the three-channel combination of buttons,
touch, and voice control could shorten the operation time, and experimenters generally
believed that the multi-channel combination was more comfortable and convenient.

3.5. System Effectiveness Evaluation

Considering that the effectiveness of the system is related to human factors, human
factor K was entered into the traditional ADC model [22]. The evaluation model was
as follows:

E = K× A× D× C (22)

where K represents the human factor, A is the availability vector, D is the reliability matrix,
and C is the system performance matrix.

A = [a1, a2] = [0.983, 0.017] (23)

a1 =
α

β + α
(24)

where a1 and a2 are the probability that the platform is in effective state and fault state, α is
the average working time without failure (38 min and 2 s), and β is the average time for
repairing equipment (39 s). The formula for reliability matrix D was as follows:

D =

[
e−

T
α 1− e−

T
α

e−
T
β 1− e−

T
β

]
=

[
0.932 0.068

0.0027 0.9973

]
(25)

where T is the duration of the task.
Next, we calculated the system performance matrix C. The system performance could

be divided into three sub-indexes, including authenticity, real-time, and interactivity. The
fuzzy comprehensive evaluation factor was set as U = {U1, U2, U3}.

The weights of each index obtained by the analytic hierarchy process were
W = {0.4431, 0.3157, 0.2412}. The questionnaire was distributed to the subjects, and
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the index value of platform capability C′ was U′ = {91.625, 91.875, 93.5}. C was calculated
according to the following formula:

C =

[
C′

0

]
=

[
92.175

0

]
(26)

Next, we calculated the human factor K:

K = K1 × K2 (27)

K1 =
t1

t1 + t2
=

37.607
37.91

= 0.992 (28)

K2 = 1− λ = 0.98 (29)

where K1 is the manpower availability, K2 is the manpower credibility, t1 is the average
working hours, t2 is the average non-working hours, and λ is the probability of error of
the experimenters. From Equation (27), K was equal to 0.9722. According to Formula (22),
E was equal to 82.103.

It can be seen that the personnel participating in the experiment had a high evaluation
on the interactive design of the system. After considering human factors, the system
efficiency score was about 82, which meets various requirements.

4. Conclusions

This paper represents the integration of virtual reality software and an actual operating
platform, resulting in a high-fidelity lunar rover driving simulation. It provides a method
for the rapid development of visual and physical simulation, and verifies the authenticity of
the lunar rover simulation and the effectiveness of the interactive operation platform design.

We developed and tested three main areas: First, we simulated the physical envi-
ronment that the lunar rover would be operating in. This included a high-fidelity visual
simulation of the moon and a motion simulation of the lunar rover. Secondly, due to
the improvement of physical fidelity, we could test the path planning and perception
algorithms of the lunar rover on the simulation data—thereby increasing confidence in
the real-life applicability of the simulation. Thirdly, we proposed a multi-channel fusion
human–computer interaction method, which improved the astronauts’ ability to perceive
the operating environment; it enabled astronauts to work in the most convenient and
effective way according to the mission requirements and their conditions, which improved
the safety and reliability of control of the rover. Future work will mainly focus on the
further fusion of data between multiple channels and research into the environmental
perception systems.
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