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Abstract: AIDS, which is caused by the most widespread HIV-1 virus, attacks the immune system of
the human body, and despite the incredible endeavors for finding proficient medication strategies,
the continuing spread of AIDS and claiming subsequent infections has not yet been decreased.
Consequently, the discovery of innovative medicinal methodologies is highly in demand. Some
available therapies, based on peptides, proclaim the treatment for several deadly diseases such as
AIDS and cancer. Since many experimental types of research are restricted by the analysis period and
expenses, computational methods overcome the issues effectually. In computational technique, the
peptide residues with anti-HIV-1 activity are predicted by classification method, and the learning
process of the classification is improved with significant features. Rough set-based algorithms
are capable of dealing with the gaps and imperfections present in real-time data. In this work,
feature selection using Rough Set Improved Harmony Search Quick Reduct and Rough Set Improved
Harmony Search Relative Reduct with Rough Set Classification framework is implemented to classify
Anti-HIV-1 peptides. The primary objective of the proposed methodology is to predict the peptides
with an anti-HIV-1 activity using effective feature selection and classification algorithms incorporated
in the proposed framework. The results of the proposed algorithms are comparatively studied with
existing rough set feature selection algorithms and benchmark classifiers, and the reliability of the
algorithms implemented in the proposed framework is measured by validity measures, such as
Precision, Recall, F-measure, Kulczynski Index, and Fowlkes–Mallows Index. The final results show
that the proposed framework analyzed and classified the peptides with a high predictive accuracy of
96%. In this study, we have investigated the ability of a rough set-based framework with sequence-
based numeric features to classify anti-HIV-1 peptides, and the experimentation results show that the
proposed framework discloses the most satisfactory solutions, where it rapidly congregates in the
problem space and finds the best reduct, which improves the prediction accuracy of the given dataset.

Keywords: rough set theory; feature selection; improved harmony search; anti-HIV-1 peptides;
peptide therapeutics; rough set classification

1. Introduction

AIDS (Acquired Immunodeficiency Syndrome) is a deadly and overwhelming disease
caused by the HIV virus [1]. According to the World Health Organization (WHO) survey,
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more than 35 million people have died, and 36.9 million live with HIV globally. The HIV-1
type virus is the most widespread type and major stimulator of AIDS [2]. Many therapeutics
have been discovered to save the infected person, but recovery is a challenging process;
therefore, innovative and effective treatment for AIDS is needed. Long-term medication
and toxicity may restrict the utilization of such treatments, and it should be frequently
monitored and controlled by another supportive therapy [3]. Peptide molecules are created
by the dehydration condensation reaction of amino acids joined by peptide bonds. They
are used to treat a variety of diseases [4]. In recent years, peptides that have an anti-HIV-1
activity are being focused on and reveal promising results, which gradually reduce the
effects of AIDS [5]. Investigating the enormous anti-HIV-1 peptides demands much time
and effort, where simplified methodologies, such as machine learning, can be developed
and implemented to predict the anti-HIV-1 peptides [6].

Feature Selection (FS) is one of the significant phases in the proposed framework,
which eliminates redundant and irrelevant features to increase classification accuracy [7].
The prediction of anti-HIV-1 peptides (AHP) from a given sequence data would be well
improvised, as it decreases the running time of the classification phase. The Harmony
Search (HS) algorithm is based on a music enhancing process that searches for an optimal
harmony [8–11]. The HS algorithm is modified by Mahdavi et al. [12,13] in terms of param-
eters. Rough Set theory is a tool to deal with the ambiguity and redundancy present in the
dataset and reserves its originality [14]. The feature selection and classification techniques
using rough set theory are effectively implemented in many studies [15,16]. An improved
HS is embedded with RST for attribute selection to analyze protein sequences [17].

In the proposed framework, the essence of Rough Set Quick Reduct and Rough Set
Relative Reduct with an improved HS algorithm is employed to select the significant
features. A Rough Set Classification (RSC) is employed to form the rules for the selected
features and predict anti-HIV-1 peptides. The RSC algorithm classifies the significant
features, and the performance of the Rough Set Particle Swarm Optimization Quick Reduct
(RSPSOQR) and Rough Set Particle Swarm Optimization Relative Reduct (RSPSORR)
feature selection algorithms are comparatively analyzed with existing Particle Swarm
Optimization (PSO) based algorithms. The accuracy of the RSC algorithm is evaluated with
benchmark classifiers.

Research Motivation and Contribution

HIV is a deadly disease that should be treated with more effective therapy, and
peptide-based treatment that fights against the virus has proved beneficial compared to
other treatments. The conventional experiments on these peptides, as known, require much
time and effort, where the peptide with AHP activity can be determined by computational
intelligence techniques [6]. Generally, the dataset extracted from the biological sequences
is large in dimension, with inconsistencies, where the dimensionality reduction method
to handle the inconsistency in the peptide dataset is a requirement. The RSC algorithm
is adopted in the proposed framework along with Rough Set Improved Harmony Search
Quick Reduct (RSIHSQR) and Rough Set Improved Harmony Search Relative Reduct
(RSIHSRR) feature selection algorithm. In Section 3 Figure 1 shows the proposed framework
that depicts and predicts the anti-HIV-1 peptides with a good accuracy using finest selected
features. As the RSIHSQR and RSIHSRR feature selection algorithm has revealed the best
result in the previous studies [17], it is also employed for the peptide therapeutic field of
this study.
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The rest of the paper is organized as follows: Section 2 presents the related work of
this study. Section 3 presents the proposed methods for Peptide Classification. Details
about RSC are presented in Section 4. Experimental analysis and results are presented in
Section 5. Discussion is presented in Section 6. Conclusions with future work are presented
in Section 7.

2. Related Work

The implementation of the machine learning method in bioinformatics is affected
by many factors. The peptide therapeutic field describes different types of frameworks
using the computational method. It consumes enormous effort, time, and cost to analyze
peptide information. The knowledge discovery for the bioinformatics applications will
be a challenging process due to a large-sized database. The framework that embeds the
feature selection before classification effectively handles the high-dimensional proteomic
datasets. In the last two decades, significant research endeavors have been committed with
data mining systems to acquire information in the field of disease diagnosis [15,18–20]. As
accuracy is most important for diagnosing diseases and treating patients, the Rough Set is
one such tool to deal with uncertain and imprecise data and yield accurate results. There
are considerable numbers of studies on feature selection techniques, and classification
methods are depicted in Table 1.

Table 1. Related work of this study.

Author Purpose and Methodology

Poorinmohammad et al. [6]

Anti-HIV-1 peptides are predicted using the
InfoGainAttributeEval feature selection
algorithm and MLP, K-Star, J48, Random
Forest, and LMT classification algorithms on
the Weka framework.
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Table 1. Cont. Related work of this study.

Author Purpose and Methodology

Bagyamathi and Inbarani [7]

The protein sequences are classified into four
structural classes using benchmark classifiers.
The RSIHSQR feature selection algorithm
gradually improves the precision of the
classification algorithm.

Inbarani et al. [21]

The primary protein sequences are classified
with the PseAAC feature subset selected by
Rough Set Black Hole Quick Reduct (RSBHQR)
and Rough Set Black Hole Relative Reduct
(RSBHRR) benchmark classification algorithms.

Bagyamathi and Inbarani [22]
In this study, the structural protein classes are
predicted by RSC algorithm using the selected
features by the RSIHSQR algorithm.

Meher eta l. [23]

In this study, anti-microbial peptides are
predicted with a support vector machine (SVM)
using physicochemical and structural features
extracted from peptides and developed an
aiAMPpred online tool for the prediction of the
anti-microbial peptide.

Azar et al. [24]
In this study, the Pessimistic Multi-Granulation
Rough Sets (PMGRS) classification algorithm is
implemented to diagnose heart valve disease.

Zare et al. [25]
In this study, the antiviral peptides are
predicted by RBF, Naïve Bayes, J48, Decision
Stump, and REPTree classification techniques.

Bagyamathi and Inbarani [26]
In this study, the imperative features are
selected by RSIHSRR algorithm for the medical
data classification.

Bagyamathi and Inbarani [27]

The structural classes of the protein are
predicted using the subset of features selected
by RSIHSRR algorithm, and classification
algorithms evaluate the originality of the
feature subset.

Barrett et al. [28]

In this work, the peptides are modeled by
statistical methods by concurrently predicting
amino acid sequence motifs. The motif-based
method is used to elucidate the functional
motifs in anti-microbial activity.

Tantisatirapong et al. [29]

This work investigates principal component
analysis, max-relevance, and min-redundancy
feed-forward selection for brain tumor
classification.

Hajisharifi et al. [30]

This study uses a SVM classification algorithm
on anti-cancer. Chou’s PseAAC based features
are applied to the proposed classification
algorithm.

Inbarani et al. [31]
This study analyzes the medical dataset with
RSPSOQR and RSPSORR feature selection for
disease identification.

Azar et al. [32]
This study proposes a linguistic hedges
neuro-fuzzy classifier (LHNFCSF) for the
medical diagnosis with the selected features.

Jothi et al. [33]
In this paper, the mammogram images are
selected using STRSPSOQR and STRSPSO-RR
algorithms to select the best features.
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3. Proposed Method for Peptide Classification

The proposed methodology shown in Figure 1 collects the peptides with AHP from
the HIV inhibitory peptides (HIPdb) database [34]. Physicochemical properties based
on features are extracted from the peptides using Chou’s PseAAC method [20]. The
extracted peptide dataset is discretized for the rough set-based analysis. It is subjected
to a feature selection process to reveal the relevant features and classification algorithm
used for peptides prediction. This section discusses the major components of the proposed
framework.

3.1. Feature Extraction

Feature extraction is used in the proposed framework to convert sequences to nu-
merical attributes, as shown in Figure 2. The peptides are converted to digital vector
using PseAAC server for the computational process [20,35], where the peptide features
are extracted from conventional AAC with six physicochemical properties with weight
factor (0.05) and lambda given the value of 2, where the 6 physicochemical proper-
ties are: Hydrophobicity, Hydrophilicity, pK1 (Ca–COOH), pK2 (NH3), PI (25 _C), and
molecular weight. The 63 combinations of physicochemical properties are considered,
and 126 features are extracted (λ = 2) from the peptide dataset for sequence order in-
formation [36]. These features are generated from type 1 of the PseAAC web server
(http://www.csbio.sjtu.edu.cn/bioinf/PseAAC, accessed on 10 January 2022).
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3.2. Discretization of Peptide Features

The uncertain dataset with real-valued attributes is discretized for an effective classifi-
cation [37,38]. Discretization is the process of transferring continuous values to discrete
ones, and rough set theory works on discrete variables to deal with the ambiguity presented
in the real dataset [39]. The peptide dataset experimented with within this study has real-
valued attributes. Hence, it is discretized using the Max-Min discretization method [40,41],
then it was experimented with by the feature selection algorithms in the proposed framework.

3.3. Rough Set Based Feature Selection

Feature selection (FS) is a dimension reduction method for datasets with many at-
tributes, where the distinctiveness of the dataset is preserved [2]. The rough set selects
the relevant features based on the FS algorithms, which improves the learning process
of prediction methods [18,42]. In this work, RSIHSQR and RSIHSRR feature selection
algorithms are implemented to diminish the redundant and immaterialized features of the
available datasets and disclose the best features. Both algorithms are implemented for a
large dataset and have shown likely results in protein analysis [22,43]. The spirit of the
rough set quick reduct method, in the proposed algorithms, is inherited in the improved HS
algorithm to converge towards the best solution, and the solution is achieved by the music
improvisation technique [13,44], where both algorithms are briefly described in [17,26].
The results of Algorithm 1 and Algorithm 2 are relatively studied with RSPSOQR and
RSPSORR algorithms [33,45], and the selected best features are used as an input to the
classifier for the analysis and classification of anti-HIV-1 peptides.

http://www.csbio.sjtu.edu.cn/bioinf/PseAAC
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Algorithm 1. RSIHSQR FS algorithm
Algorithm: RSIHSQR(C,De)
Input: C, the conditional attributes;

De, the class attribute;
Output: Optimal feature subset

Step I: The fitness function, f(X) to be defined.
Initialize the parameters HMS = 30

HMCR = 0.9 // HM constraint
MaxIt = 100 // iteration count
PVB//feasible value limit
PARmin,PARmax, bwmin, bwmax, // Pitch Adjusting Rate & bandwidth ∈ (0 to 1)
fit = 0;
Xold = X1; bestfit = X1; bestreduct = {};

Step II: The Harmony Memory to be set as, HM = (X1, X2, . . . , XHMS)
For i = 1:HMS

∀: Xi // Xi is the ith harmony of HM
R← Xi (1’s of Xi)
∀x ∈ (C − R)

γR∪{x}(De) = |POSR∪{x} (De)|
|U|

f(Xi) = γR∪{x}(De) for all X ⊂ R, γX(De) 6= γC(De)
if f(Xi) > fit

fit← f(Xi)
Xold ← Xi
End if

End for
Step III: The new HM to be improvised.

While itr ≤MaxIt | fit == 1
for j = 1:NVAR

∀:Xold (j)
Update PAR();
Update bw();

if random ( ) ≤ HMCR //random numberbetween 0 and 1
Xnew ← Xold;

if random ( ) ≤ PAR
Xnew(j) = Xnew(j) ± random() * bw

end if
else
// select Xnew

Xnew(j) = PVBlower + random( ) * (PVBupper – PVBlower)
end if

end for
Step IV: The new HM to be updated

Calculate fitness for Xnew—(Step II)
if f(Xnew) ≥ f(Xold)

// Substitute the older harmony with new harmony, if it is best
Xold ← Xnew;

if f(Xnew) > fit
fit← f(Xnew);

bestfit← Xnew;
End if

Exit
end if

end while
bestreduct← selected attributes of bestfit
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Algorithm 2. RSIHSRR FS algorithm
Algorithm: RSIHSRR(C,De)
Input: C, the conditional attribute set;
De, the decision attribute
Output: Optimal feature subset

Step I: The fitness function, f(X) to be defined.
Initialize the parameters HMS = 30

HMCR = 0.9 // HM constraint
MaxIt = 100 // iteration count
PVB//feasible value limit
PARmin, PARmax, bwmin, bwmax,// Pitch Adjusting Rate & bandwidth ∈ (0 to 1)
fit = 0;
Xold = X1; bestfit = X1; bestreduct = {};

Step II: The Harmony Memory to be set as, HM = (X1,X2, . . . .XHMS)
For i = 1:HMS

∀: Xi // Xi is the ith harmony of HM
R← Xi (1′s of Xi)

∀x ∈ R

R-{x}(De) = |U/IND(R)|
|U/IND(RUDe)|

f(Xi) = R-{x}(De) for all X⊂R, X(De) 6= C(De)
if f(Xi) > fit

fit← f(Xi)
Xold ← Xi
End if

End for
if fit == 1
bestfit = fit;
Return R;
Endif
Step III: The new HM to be improvised.

While itr ≤MaxIt | fit != 1
for j = 1:NVAR

∀:Xold (j)
Update PAR();
Update bw();

if random ( ) ≤ HMCR
Xnew ← Xold;
if random ( ) ≤ PAR

Xnew(j) = Xnew(j) ± random() * bw
end if

else
//selectXnew

Xnew(j)=PVBlower + random( ) * (PVBupper—PVBlower)
end if

end for
Step IV: The new HM to be updated
Calculate fitness for Xnew —(Step II).

if f(Xnew) == 1
bestfit = Xnew;
Return R;
End if
if f(Xnew) ≥ f(Xold)

// Substitute the older harmony, if new harmony is acceptable.
Xold ← Xnew;

if f(Xnew) > fit
fit← f(Xnew);
bestfit← Xnew;
End if

Exit
end if

end while
bestreduct← selected attributes of bestfit
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4. Rough Set Classification (RSC)

Classification is another vital method for discovering knowledge in bioinformatics
applications [7]. In the proposed framework, the peptide dataset is classified using a
Rough RSC algorithm based on the following objectives [46,47]: (a) RST is simple to
implement, and it can be extended with any algorithms; (b) it does not require any input
parameter except dataset; (c) it delivers better analysis result for the knowledge-making
process; (d) it withstands uncertainties and imperfections present in the dataset. It works
on a 10-fold cross-validation method to produce the decision rules and the lower and
upper approximation of the RST. The equivalence relation of conditional and decision
attributes classifies the peptides into two disjoint classes: anti-HIV-1 activity and low/nil
anti-HIV-1 activity. The peptides are classified to forecast the anti-HIV-1 activity based
on the constructed rules. The functioning of the RSC algorithm is comparatively assessed
with five benchmark classifiers [48] in terms of Precision, Recall, F-Measure, Kulczynski
Index, and Fowlkes–Mallows Index [49]. The proposed RSC algorithm is represented in
Algorithm 3 in the following table.

Algorithm 3. Rough Set Classification Algorithm
Algorithm: RSC (C,D)
Input: Conditional attributes 1, 2, . . . , n − 1 and the Decision attribute D.
Output: Generated Decision Rules
Step 1: Generate training data set and test data in 10:1 ratio, respectively.
Step 2: The equivalence relation for the conditional attributes is to be constructed in the training set.
Step 3: The equivalence relation for the decision attribute is constructed in the training set.
Step 4: The rough set lower approximation for indiscernibility relation for conditional attributes and
decision attribute to be built.

RX = {x ∈ U : [x]R ⊆ X}
Step 5: The rough set upper approximation for indiscernibility relation for conditional attributes and the
decision attribute to be constructed.

RX = {x ∈ U : [x]R ∩ X 6= θ}
Step 6: Generate the specific rules from the lower approximation of the rough set.
Step 7: Generate the possible rules from rough set upper approximation.
Step 8: Remove the redundant rules from the rough approximation space.

5. Experimental Analysis

In the proposed framework, the rough set algorithms analyze the peptides to predict
anti-HIV-1 activity. Many features are reduced by selecting the significant feature subset
by RSIHSQR and RSIHSRR algorithms. The feature subset is used as an input to the RSC
algorithm, which classifies the peptides into two distinct classes as mentioned earlier, and
the performance of the FS and the classification algorithms were analyzed with existing
RSPSOQR and RSPSORR algorithms using Naïve Bayes, IBK, J48, Random Forest, and
JRIP classifiers.

5.1. Results

The results of the feature selection algorithms are given in Table 2, and the outcome of
classification algorithms are given in Table 3.

5.1.1. Performance Evaluation of Proposed FS Algorithms

This study proposes using the rough set rapid reduct and relative reduct with better
HS FS to reduce the dimensions of a given dataset. The proposed algorithms investigated
the peptides collected from the HIPdb database. There are six physicochemical properties
of the peptides, and 126 numerical features were generated, and the extracted features are
subjected to the feature selection process to extract the best features. The proposed RSIH-
SQR and RSIHSRR algorithms are evaluated with RSPSOQR and RSPSORR algorithms.
Table 2 explicitly illustrates the result of the proposed FS algorithms, which selects the
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minimum features of the existing algorithms. The classification algorithms evaluate the
reliability of the feature subsets.

Table 2. Features Selected by FS algorithms.

FS Algorithm No. of Selected
Features Selected Features

RSIHSRR 6

pk1_pk2_pI
Hydrophobicity_mass_pk2_pI
Hydrophilicity_mass_pk2_pI
Hydrophobicity_hydrophilicity_mass_pk1_pk2
Hydrophobicity_hydrophilicity_mass_pk2_pI
Hydrophilicity_mass_pk1_pk2_pI

RSIHSQR 7

pk2_pI
Mass_pk1_pI
Hydrophobicity_hydrophilicity_ pI
Hydrophobicity_hydrophilicity_ pk1_ pI
Hydrophobicity_hydrophilicity_mass_pk2_pI
Hydrophobicity_ mass_ pk2_pI
Hydrophilicity_mass_pk2_pI

RSPSORR 10

Hydrophobicity
Hydrophobicity_hydrophilicity
Hydrophilicity_pk1
pk1_pI
pk2_pI
Hydrophobicity_hydrophilicity_pk1
Hydrophobicity_pk1_pk2
Hydrophobicity_pk1_pI
Hydrophobicity_hydrophilicity_mass_pk1_pk2
Hydrophobicity_hydrophilicity_mass_pk1_ pk2_pI

RSPSOQR 12

Hydrophobicity
pk2
Hydrophobicity_mass
Hydrophobicity_pk1
Hydrophilicity_mass
Mass_pI
pk1_pk2
pk1_pI
Hydrophobicity_hydrophilicity_pk1
Hydrophobicity_pk1_pk2
Hydrophobicity_hydrophilicity_mass_pk1
Hydrophobicity_hydrophilicity_mass_pk1_pk2

Table 3. Results of the proposed framework and other FS and classification algorithms.

Classification
Technique FS Algorithm Precision Recall F-Measure Kulczynski

Index
Fowlkes–
Mallows

Index
RSIHSRR 0.793 0.790 0.788 0.792 0.791

RSIHSQR 0.796 0.790 0.786 0.793 0.793

RSPSORR 0.625 0.593 0.578 0.609 0.609
Naïve Bayes

RSPSOQR 0.620 0.593 0.581 0.607 0.606

IBK

RSIHSRR 0.964 0.958 0.952 0.961 0.961

RSIHSQR 0.927 0.926 0.926 0.927 0.926

RSPSORR 0.788 0.786 0.782 0.787 0.787

RSPSOQR 0.742 0.741 0.741 0.742 0.741

RSIHSRR 0.865 0.862 0.863 0.864 0.863
RSIHSQR 0.821 0.814 0.812 0.818 0.817
RSPSORR 0.679 0.677 0.677 0.678 0.678

J48

RSPSOQR 0.783 0.783 0.783 0.783 0.783

Random Forest

RSIHSRR 0.823 0.823 0.823 0.823 0.823

RSIHSQR 0.823 0.823 0.823 0.823 0.823

RSPSORR 0.670 0.670 0.670 0.670 0.670

RSPSOQR 0.790 0.790 0.790 0.790 0.790

RSIHSRR 0.945 0.948 0.947 0.947 0.946
RSIHSQR 0.925 0.929 0.928 0.927 0.927
RSPSORR 0.827 0.826 0.824 0.827 0.826

JRip

RSPSOQR 0.838 0.832 0.830 0.835 0.835

Rough Set
Classifier
(RSC)

RSIHSRR 0.956 0.942 0.941 0.948 0.940

RSIHSQR 0.915 0.924 0.938 0.968 0.962

RSPSORR 0.825 0.936 0.854 0.917 0.966

RSPSOQR 0.883 0.843 0.811 0.839 0.835
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5.1.2. Assessment of FS with a Classification Algorithm

Six classification algorithms assess the feature subsets selected by the four FS algo-
rithms. The reliability of the FS algorithms is measured by Precision, Recall, F-measure,
Kulczynski Index, and Fowlkes–Mallows Index [49,50]. These measures depend on True
Positive (TP), False Positive (FP), and False Negative (FN).

Precision = TP/(TP + FP) (1)

Recall = TP/(TP + FN) (2)

F-Measure = 2 * ((Precision X Recall)/(Precision + Recall)) (3)

Kulczynski Index =
1
2

(Precision + Recall) (4)

Fowlkes-Mallows Index=
√

(Precision * Recall) (5)

The results of the proposed framework of this study are evaluated using the perfor-
mance measures (Equations (1)–(5)) of the 10-fold classification methods [51,52]. Table 3
shows the results of performance measures, in which many classifiers have revealed good
results (>0.8) with feature subset of proposed RSIHSQR and RSIHSRR feature selection
algorithms. The validity measure greater than 0.8 represents the accuracy of the prediction
rate, particularly with the peptide dataset [6].

5.1.3. Assessment of RSC with Other Classification Algorithms

Table 3 shows the performance of the RSC algorithm in the proposed framework com-
pared with benchmark classifiers. It is believed that the rough set classifier has discovered
better classification results of the anti-HIV-1 peptides and the RSC algorithm exposed high
predictive accuracies with the proposed FS algorithms.

6. Discussion

Twenty-two different amino acids constitute numerous body proteins present in the
human body. Of them, two are particular amino acids—selenocysteine and pyrrolysine,
which were recently discovered. Each amino acid is unique in its own way and has specific
characters that are responsible for its function. For example, histidine has a pK value of 6.1,
which is close to the physiological pH of the blood, which makes it a critical blood buffer. It
shields against changes in blood pH and maintains it within a narrow range of 7.38 to 7.42.
The primary structure of proteins is formed by amino acids linked together by peptide
bonds linearly. Some proteins also contain a circular primary structure, whereas some show
branching. Hence, the functioning of the protein depends on its primary structure made of
amino acids. Thus, in the same way, the functioning of an AHP is also, in turn, dependent
on its amino acid composition. The amino acid may be linear or cyclic (aromatic), branched
or unbranched, hydrophobic or hydrophilic, acidic or basic, and may also contain special
groups with them.

This work on AHP focuses on understanding what essential attributes of an amino
acid sequence determine if the AHP is effective against the virus. It is further focused on
improving the efficiency in identifying the AHP and concurrently reduces the number of
features needed to classify a peptide sequence to be AHP or not. This, in turn, makes the
process easier in identifying AHP. The attributes chosen include:

Hydrophobicity: It is the property of an amino acid to present it as non-polar (charge-
less) and, having no charges, they do not have any charge-to-charge communications that
enable them to interface with water, and they dissolve in water very rarely; additionally,
their substances can easily transverse the cell membrane made of the lipid bilayer. Almost
all of the hydrophobic substances are essentially lipophilic.

Hydrophilicity: It is the property of the amino acid to present it as polar (charged);
they are lipophobic and cannot transverse the cell membrane.
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Molecular Weight: It is calculated as the sum of the atomic weights of each element.
For macromolecules such as proteins, methods based on viscosity and light-scattering
can find molecular mass when crystallographic data are unavailable. Peptides of high
molecular weight are less likely to be taken up by the cell compared to low molecular
weight peptides.

pI (Isoelectric pH): Amino acids have the unique property to exist as zwitterions. The
pH at which the amino acid has no net charge (or an equal amount of positive and negative
charges) is called pK. The amino acid will have nil mobility in an electric field at this pH.
The solubility and buffering capacity will be minimum, whereas the perceptibility will be
maximum.

pK1: When a particular amino acid is titrated with hydrochloric acid, the pH at which
50% of it exists as zwitterions and the other 50% as cations is called pK1.

pK2: The taken amino acid is titrated with Sodium Hydroxide. The pH at which 50%
of the molecules exist as zwitterions and the other 50% as anions is called pK2.

The proposed framework utilized these six attributes and proved maximum accuracy
over existing FS and classification algorithms. The proposed RSIHSRR and RSC algorithms
are observed as an appropriate framework for the accurate classification system with 96%
in predicting anti-HIV-1 peptides.

7. Conclusions

HIV-1-fighting peptides have gained much attention in HIV/AIDS therapeutics. Re-
searchers have adopted computational methods and algorithms in recent years to provide
a cost-effective method in screening anti-HIV1 peptides, and feature selection is the vital
pre-processing tool in peptide therapy. This study proposed a rough set-based FS tech-
nique, hybridized with population-based meta-heuristic algorithms, to classify the peptide
sequences and solve dimensionality problems. Experimentation results show that the
proposed framework discloses the most satisfactory solutions. It rapidly congregates in
the problem space and finds the best reduct, which improves the predictive accuracy of
the given dataset. The performance analysis report proved the effectiveness of RSIHSQR
and RSIHSRR feature selection and Rough Set Classifier in analyzing peptide sequences to
predict its activities.

As a future work, the proposed framework is recommended to any disease prediction
analysis on peptide-related studies, such as viruses, bacteria, and microbes. The application
of proposed framework can be extended by incorporating time complexity and deep
learning algorithms.
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