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Abstract: As the complexity and scale of the network environment increase continuously, various
methods to detect attacks and intrusions from network traffic by classifying normal and abnormal
network behaviors show their limitations. The number of network traffic signatures is increasing
exponentially to the extent that semi-realtime detection is not possible. However, machine learning-
based intrusion detection only gives simple guidelines as simple contents of security events. This is
why security data for a specific environment cannot be configured due to data noise, diversification,
and continuous alteration of a system and network environments. Although machine learning is
performed and evaluated using a generalized data set, its performance is expected to be similar in
that specific network environment only. In this study, we propose a high-speed outlier detection
method for a network dataset to customize the dataset in real-time for a continuously changing
network environment. The proposed method uses an ensemble-based noise data filtering model
using the voting results of 6 classifiers (decision tree, random forest, support vector machine, naive
Bayes, k-nearest neighbors, and logistic regression) to reflect the distribution and various environ-
mental characteristics of datasets. Moreover, to prove the performance of the proposed method,
we experimented with the accuracy of attack detection by gradually reducing the noise data in the
time series dataset. As a result of the experiment, the proposed method maintains a training dataset
of a size capable of semi-real-time learning, which is 10% of the total training dataset, and at the
same time, shows the same level of accuracy as a detection model using a large training dataset. The
improved research results would be the basis for automatic tuning of network datasets and machine
learning that can be applied to special-purpose environments and devices such as ICS environments.

Keywords: noise reduction; outlier detection; intrusion detection; machine learning for IDS

1. Introduction

With information and communication technology development, various services and
computing environments are interconnected to create higher value. Today’s network com-
puting environment expanded with paradigms such as 5G, and the Internet of Things(IoT)
has reached a very high complexity and scale. Thus, network data has already reached
a level where the amount and bandwidth cannot be processed in real-time, leading to
new physical and technical challenges that existing security systems and services must
solve [1,2].

On the other hand, attacks on networks gradually diversify the patterns and forms of
attacks by actively using the complex network characteristics [3]. As the types of communi-
cation protocols and services constituting the network are diversified, it is becoming easier
to modify existing attack techniques and apply them to a new environment that could
be classified as unknown attacks [4]. Furthermore, attackers on a wide area or a targeted
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attack on a specific area using this expanding attack vector as well [5]. Therefore, these
types of attacks are the most urgent threat to modern security systems[6,7].

A common method to respond to sophisticated cyber-attacks is to predict and detect
attacks through machine learning or artificial intelligence inference. Many solutions and
techniques adopt machine learning methodologies [8]. The Intrusion Detection System
(IDS) is the most basic and universal means to protect the network environment. IDS
collects various types of data from network traffic to identify and observe user behavior
and uses it to detect abnormal behavior [9]. However, existing machine learning-based
security systems inevitably have to learn the data, which is directly related to the problems
of the size and complexity of data. An attack on the network essentially requires an
immediate or preemptive response in terms of availability [10]. Nowadays, the computing
environment and the amount of data collected are beyond what can be processed in real-
time. Due to this, the security system cannot keep up with the variability of the attacks,
and the issue of the increase in dwell time, which means the difference between the attack
detection time and the actual attack execution time, continues to arise [11,12]. Therefore,
a flexible response is required to detect and respond to sophisticated cyberattacks quickly.
To this end, the attack detection model requires the ability to reflect the characteristics of
the observed data in real-time. Therefore, the most critical problem is how to quickly and
accurately learn large-scale complex data generated from network traffic [13].

This paper proposes an abnormal data detection framework based on large amounts
of complex network traffic data learning effectively and quickly. The proposed method is
mainly composed of two parts. The first part is an ensemble model-based noise (outlier)
data detection and removal. In this part, we train a large dataset as an ensemble model and
filter out if it is relatively unnecessary for classifiers’ model training stage. This mechanism
lowers the complexity and size of abstracted data by selecting only the optimal data for
attack detection model training. The second part is a real-time behavior trend analysis
through recursive model learning. This allows the attack detection model to be quickly
trained using the previously derived optimal dataset. The optimal state of the dataset for
model training is always maintained by repeatedly performing a series of procedures for
classification, noise removal, and model training. In addition, this method allows the model
to quickly reflect the characteristics of newly observed data (new trend) by recursive model
learning the dataset in real-time. This paper presents the results of anomaly detection
experiments on network traffic datasets in general IT environments to verify the method’s
performance and effectiveness for deriving the optimal dataset. This experiment constructs
an optimal dataset in real-time through noise detection and recursive learning through the
proposed method.

The structure of this paper is as follows. Section 2 of this paper introduces related
works to network attack detection, anomaly detection, and noise detection techniques.
Section 3 describes the outline and detailed functional and structural elements of the
network data purification and attack detection framework proposed in this paper. Section 4
describe how to implement the proposed framework. Section 5 describes the experiments
to evaluate the performance of the proposed framework and the results and concludes in
Section 6.

2. Related Work

This section describes some related researches on machine learning-based attack
detection techniques and noise reduction techniques for network traffic data.

2.1. Machine Learning Based Anomaly Detection and Data Noise Reduction for Network
Traffic Dataset

Sharafaldin et al. [14] proposed a methodology to effectively generate a dataset op-
timized for learning IDS in a network environment where noise data exist. This research
proposed data set creation techniques that can effectively reflect the characteristics of each
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attack type for various types of attacks. The dataset created as a result of this research was
published as the CIC-IDS dataset [15].

Anderson et al. [16] researched how to mitigate the adverse effects of mislabeled data
on an attack detection model in the process of analyzing malicious behavior from encrypted
network traffic. This method constructs a model that enhances resistance to noise data
based on data distribution in an environment where the information on network traffic
data is limited.

Yu et al. [17] analyzed the influence of noise data on unbalanced datasets in network
traffic datasets. In addition, this research proposed a method of minimizing the influence
of noise and deriving high performance by appropriately refining data from an unbalanced
dataset using the methodology of Few-shot learning. Ahmed et al. [18] proposed filtering
normal data using AutoEncoder to detect and remove noise data present in a dataset in an
industrial control environment. This study detects noise data and intentionally changes
it into a shape similar to normal data, thereby minimizing data loss and reducing the
influence of noise data.

2.2. Noise Reduction Methods for Anomaly Detection

Network data is observed due to the interaction of various behaviors, and these com-
plex results include various types of anomalous behavior. Therefore, to detect anomalies in
the complex interaction of various behaviors, an ensemble model using various models
that are not dependent on one model is appropriate [19]. Methodologies such as voting,
bagging, boosting, and stacking can be largely used to construct an ensemble model for
detecting attacks and abnormal behaviors on the network [20]. This section describes six
classification models frequently used as network anomaly detection models and explains
why these models are appropriate as internal models of ensemble models for anomalous
behavior detection.

2.2.1. Decision Tree

The decision tree model is an intuitive methodology for classifying data using a top-
down technique. This model is less affected by the quality of the data and is effective
for analyzing large amounts of network traffic data because the learning rate of the data
is relatively fast. In addition, since the judgment result can be interpreted through the
white-box model, it is suitable for detecting attacks sensitive to False Alarm and analyzing
attack traffic data containing the attacker’s intentions [21]. In addition, the decision tree
model has a point that it can effectively calculate the impurity of the data by analyzing the
entropy ∑C

i=1− fi log fi and the Gini coefficient ∑C
i=1 fi(1− fi) for the frequency fi of the

data label i and unique label set C. This function is very effective in reducing noise [22].

2.2.2. Random Forest

Random forest is an ensemble model that uses the classification results of multiple
decision tree models. This method has less variation in the detection performance for each
classification object than a single decision tree. Also, this method alleviates the limitation
of the decision tree model in which the error of the upper decision layer is propagated to
the next stage through techniques such as bagging and randomized node optimization.
In particular, when the random forest model is applied to the dataset for network attack
and abnormal behavior detection, it shows a relatively high detection effect for attack types
with a tiny data ratio [23].

2.2.3. Support Vector Machine

The SVM model takes much time to learn data relatively and has a disadvantage.
As retrains the number of features in the training data increases, the interpretability de-
creases. However, among machine learning methodologies, it is generally a model showing
high performance and prediction accuracy. In addition, it has the advantage that the risk of
overfitting is relatively low, even for data with a biased distribution [24,25]. The SVM model
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should use the appropriate kernel and parameters to construct the decision boundary. As
parameters, the margin for error tolerance, flexibility (gamma) for decision boundaries,
and kernel function should be appropriately selected considering the complexity and scale
of network data. For the kernel function (k(x, xi), for arbitrary data x and support vec-
tor xi, linear, polynomial((x · xi + 1)d), Gaussian radial basis function(exp(−γ||x− xi||2)),
sigmoid(tanh(αxTy + c)) are frequently used.

2.2.4. Naive Bayes Classifier

The Naive Bayes model is a supervised learning method that performs classification
based on Bayesian estimation p(θ|X) = p(θ,X)

p(X)
for feature X and label θ. Since this method

performs classification based on conditional probabilities between features, it has the
advantage of classifying large and complex datasets quickly. This advantage is suitable for
analyzing network datasets. However, since the performance of this method is affected by
the independence between features, the preprocessing technique for the features must be
performed precisely [26].

2.2.5. K-Nearest Neighbors Classifier

The K-NN model has the advantage that it is less affected by the presence of noise data
because it uses only some adjacent data in the process of classification. These characteristics
can be utilized to effectively classify noise data in the noise reduction process. In addition,
since the K-NN model is a model that is less affected by the type and characteristics
of data, it can be flexibly applied regardless of the environment in which the data is
collected [26,27]. However, the network traffic dataset may have many features depending
on the data collection range. In this case, the K-NN model can be significantly affected by
the dimensional curse. To alleviate this problem, the norm value p of the distance formula

d(xi, yi) = (∑n
i=1 |xi − yi|p)

1
p used in the K-NN model should be appropriately selected as

manhattan(p = 1), euclidean(p = 2), Chebyshev(p = ∞), etc [26,28].

2.2.6. Logistic Regression

The logistic regression is a model that can obtain a relatively sophisticated classification
result, unlike other models in that it can calculate the weight for the classification result by
expressing the classification result as a probability between 0 and 1. This method reflects
the overall trend of data that is changed in real-time and can perform more sophisticated
noise detection in the noise reduction process of detecting new noise data [29].

3. High Speed Outlier Detection of Network Abnormal Behavior

This section describes a high-speed outer detection and network abnormal behavior
detection method based on noise detection and data purification. This purification tech-
nique reconstructs the training dataset from which noise data is removed to train the model
so that the classification model has the most distinct classification boundary while avoiding
overfitting. In addition, a dataset reconstructed on an appropriate scale allows the model to
re-learn data trends in semi-real time. The proposed method is primarily divided into two
processes; Pre-General learning and detection steps, dataset noise reduction through noise
data detection and removal, and retraining steps. Figure 1 shows the two main processes of
the proposed methodology and five detailed steps. The following is a description of each
process and detailed steps.
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Figure 1. The overall process of the network attack detection framework through the proposed
high-speed noise detection and data purification methodology.

3.1. General Training Detection Phase

The first phase of the proposed method is learning a model using general classification
techniques and performing attack detection. The following is a detailed description of each
procedure in the first phase.

3.1.1. Modeling and Initial Training

In the Modeling and Initial Training stage, dataset collection and preprocessing are
performed to learn the machine learning model. In addition, this step constructs a classi-
fication model suitable for the type of attack to be observed and detected and learns the
model using the prepared initial training dataset.

3.1.2. Online Data Collection and Attack Detection Using Ensemble Model

Detection of abnormal behavior on the network needs to be performed using contin-
uously collected traffic data. This step performs attack detection in semi real-time using
continuously observed traffic data. First, the newly observed network traffic data is classi-
fied through an initially learned model in real-time. At the same time, newly observed data
are divided into units of a specific size and used in the next step for noise reduction, data
trend analysis, and model re-learning. The first phase’s two steps can be seen as a general
attack detection technique using the classification model. The proposed method allows
various classification models to be flexibly applied depending on the purpose by con-
structing detecting attacks with multiple classification models. In addition, the first phase
is performed independently of the second step of performing noise reduction, and this
configuration improves the compatibility of the entire system [30].

3.2. Dataset Purification Model Re-Training

The second phase is the core of the proposed method, which removes noise data from
new data and filters optimal data for re-learning the model. After that, this phase constructs
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an optimal training dataset using filtered data and retrains the attack classification model
to reflect the data trend effectively.

3.2.1. Pure Data Extraction

Network data observed in real-time may change its distribution and characteristics
rapidly depending on the environment of the network. To construct a model that quickly
reflects these changes, data that can quickly and effectively train the model must be selected.
To this end, the pure data extraction step analyzes the classification results of new data
using an ensemble model. When the internal models of the ensemble model derive the
same classification result for specific data, the data correspond to data located in a clear
area of the decision areas of the models. On the other hand, when the classification results
of the internal models of the ensemble model are diverse, the data are located around the
crystal interface of the ensemble model. Data clearly classified as an ensemble classification
model are pure data far from noise. Models learned with these pure data likewise have
pure and clear decision boundaries and can derive accurate results. Finally, the proposed
methodology extracts pure data from newly observed data and re-learns the model.

3.2.2. Dataset Trend Analysis and Noise Reduction

The pure data filtered in the previous step becomes eigenvectors indicating the di-
rection of change in network traffic data. Then, the Dataset Trend Analysis and Noise
Reduction phase use the newly collected pure data to re-learn the entire model. Through
this, the attack detection model learns the purest direction of the data trend. The updated
detection model reflects the trend of data, and the classification result of the newly learned
model may be different from the previous result. Therefore, data classified as normal data
may also be classified as abnormal or attack after the model is updated. In this case, it may
be considered that the existing normal data has been moved to the noise area according to
the result of the trend reflection of the data. The proposed method performs reclassification
on pure datasets using the updated model to reflect the change in this noise area. Through
reclassification, noise data included in the finally changed noise area can be detected,
resulting in a pure dataset in which new noise is completely removed. In this process,
the size of the training dataset may change, and the entire system should adequately set the
thresholds used for pure data filtering and noise reduction so that the size of the training
dataset is available.

3.2.3. Model Retraining

The training dataset modified through the noising reduction step is a pure dataset
for the effective classification boundary of the model. This dataset retrains the attack
classification model. The retrained model repeats step 2 to classify the following new
observed data. This approach constructs a model that can quickly adapt to data trends
through semi-real-time model learning by effectively constructing economic and high-
quality datasets.

4. Implementation

This section describes the detailed structure and mechanisms for implementing the
proposed method. To implement the proposed methodology, the composition of the
ensemble model and the dataset purification mechanism that filters pure data and reduces
noise data must be appropriately organized. The following Figure 2 is a detailed flowchart
of the operation procedure of each element of the proposed methodology. The following
subsections describe the implementation method for each element.

4.1. Model for Dataset Noise Reduction and Purification

This section describes how to construct the noise reduction model used in the proposed
method. This paper uses all six classifier models described in Section 2.2: Decision Tree,
Random Forest, SVM, Naive-Bayes, K-NN, and Logistic Regression. Each model shows
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different performance depending on the data distribution and their features. Combining
these models allows consistent performance even for datasets with various distributions
and characteristics. This paper constructs a hard-voting ensemble model using the above
six classifier models. The hard-voting method in the ensemble model filters only the results
of the unanimous classification of the six internal models. This ensemble model selects
only data classified as an attack (6 voted) or normal (0 voted) by all internal models, and all
remaining data (1 to 5 voted) is classified as noise data and removed. This extreme filtering
has the purest form of the decision boundary.

4.2. Dataset Purification

This section describes a dataset purification mechanism for fast outlier and noise
detection. The Purification mechanism receives previous training datasets and new data,
learns the trend of changed data, and returns a new training dataset removed from noise
data. In this process, the Dataset purification mechanism uses a threshold to generate
an appropriate dataset considering the trade-off between classification performance and
training time. Algorithm 1 is the pseudo-code of our algorithm for the data set purification
mechanism of the proposed methodology.

Figure 2. Detailed procedure flow chart for the proposed network attack detection and noise
data removal.

The proposed method uses the unanimity threshold u for the sum of the classification
results of the ensemble model. If the sum of classification results is higher than this
threshold, the data is judged as pure data. These pure data are used for retraining the
next model, and classification results lower than this threshold are excluded from the
retraining process. At the same time, the unanimity threshold is a factor that determines
how sensitively the classification model reflects the trend of newly observed data. If the
unanimity threshold is high, the classification model conservatively reflects the trend,
and if the unanimity threshold is low, the model actively reflects the trend of new data.
This threshold may be applied differently depending on the environment of the network.
In an environment where the pattern of network traffic changes frequently and a flexible
decision boundary is required, it can respond by setting the unanimity threshold low.
On the other hand, in a static environment where almost the same pattern is repeated,
such as ICS, it is possible to respond sensitively to abnormal behavior by applying a high
unanimity threshold.
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Algorithm 1: Data Purification Mechanism.
Input : previous training dataset T

newly observed data N
ensemble model E
unanimity threshold u
purity threshold p

Output : purified new training dataset P
1 for each ni ∈ N do
2 preds = prediction(E, x)
3 for each y ∈ preds do
4 if sum(y) > u then
5 store y in U
6 end if
7 end
8 end
9 N = N ∪U

10 l = length(N)
11 model_training(E, N)
12 for each nl ∈ N do
13 preds = prediction(E, nl)
14 for each y ∈ preds do
15 if sum(y) > p then
16 store y in P
17 end if
18 end
19 end
20 return P

The dataset purification mechanism selects data for retraining and merges them with
the existing training dataset. This new dataset is used to update the classification model
temporarily. Then, the updated model performs recursive classification on the dataset used
to train the model. After that, for the recursive classification results, data to be included in
the final training dataset is selected based on the sum of the classification result values of
the sub-models of the classification model.

Dataset purification mechanism removes new noise data in the classification models
reflecting new data trends. This process can adjust the size of the training dataset by
tuning the ratio of increasing new data to decreasing noise data. In this process, the purity
threshold p is used. Like the unanimity threshold, this threshold refers to the reflection rate
of trends and determines the rate of change in the size of the training dataset. The purity
threshold is inversely proportional to the growth rate of the size of the training dataset.
If the purity threshold is high, the size of the training dataset is maintained or gradually
decreased. If the purity threshold value is low, the size of the training dataset continues to
increase in proportion to the new data. Therefore, the purity threshold should be adjusted
appropriately by considering all factors such as the amount of data observed in the network,
the performance of the classification model, and the time used for learning.

The training dataset P finally derived by Algorithm 1 is used to train the model again
so that the trend of the new observation data N is reflected in the training dataset for the
next step.

5. Experiments and Assumptions on Abnormal Behavior Detection and Noise
Removal Performance

This section presents the experimental results to evaluate the attack detection perfor-
mance of the proposed network attack detection framework and the level of noise removal
and real-time data trend reflection.
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5.1. Dataset and Environments

This section describes the dataset used to experiment with and evaluate the accuracy
improvement in network attack detection and classification through noise detection and
data trend reflection. This experiment used the CIC-IDS-2017 Dataset [15], which collected
periodic DDoS attack attempts to observe the data pattern change effectively. This dataset
is about network packet data collected through simulations in a typical IT network en-
vironment for about a week. It includes 77 various statistical characteristics that can be
observed in the network. Detailed information on the CIC-IDS-2017 dataset is shown in
Table 1 below. In addition, to reflect the degree of change in extreme data patterns, data
bias, and realistic attack distribution, a filtered dataset that reduces the number of attack
data from the original dataset to 20% was used. This dataset was used in the experiment to
explain the influence of the threshold described in Section 4.

Table 1. Dataset Overview.

Data Type Quantity

Total Data 225,711

Normal data 97,686 (43.28%)

Attack data 128,025 (56.72%)

Filtered attack data 25,605

Features 77

This experiment was performed in Ubuntu 20.04.3 LTS operating system environment
with Intel i7-9700KF (3.60 GHz) CPU, 64 GB of RAM, and GPU of Geforce RTX 2080 SUPER,
with Jupyter Lab version 3.1.4.

5.2. Training and Test Dataset

In this experiment, the size of the training dataset using the proposed method was
fixed to show that the small training dataset from which noise has been properly removed
is more effective than the large training dataset containing noise data. For the entire dataset,
including 225,711 entries, the proposed method uses 20,000 (about 8.9%) and 40,000 (about
17.7%), respectively, as the training dataset in the two experiments. To maintain the time
series characteristics of the dataset, each training dataset uses the first part of the entire
dataset, and the proposed method uses the remaining 91.1% to 82.3% of the entire dataset
as the test dataset. At this time, the test dataset in each experiment is divided into 100 folds
of the same size, and each fold is sequentially input to the model. The model used classifies
the sequentially input test dataset folds, regenerates the new training dataset using filtered
classification results, and repeats the process of retraining the model. On the other hand,
the ideal experiment to compare the performance of the proposed experiment uses all
data up to the starting index of each fold. For example, in the first experiment with 20,000
training datasets (the size of each fold is 2057), the proposed method uses a model trained
with 20,000 training datasets to measure the performance for the tenth fold. However,
in the ideal experiment, classification is performed with a model trained on all data from 0
to 40,570. This difference in the size of the training dataset was established to show that the
proposed model can obtain a sufficient level of classification accuracy even with a model
trained quickly using a small-scale training dataset.

5.3. Parameters Used in Ensemble Model for Attack Detection and Noise Reduction

This section describes the ensemble model used to perform the proposed methodol-
ogy’s noise reduction and attack detection. In this experiment, a voting-based ensemble
model was constructed using the six models (Decision Tree, Random Forest, SVM, Naive-
Bayes, K-NN, Logistic Regression) described in Section 2.2. The constructed model was
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used for both network attack detection and noise reduction. The following is a description
of the parameters used in each internal model.

5.3.1. Decision Tree

The decision tree model uses the criterion for measuring the impurity of each classifi-
cation group and the split criterion in the process of splitting for classification. To construct
a model that can be comprehensively applied to datasets of various distributions, we used
the Gini index, which is less affected by the influence of data distribution. In addition, since
the learning time of the decision, is relatively short, we choose the ’best’ split method to
derive high accuracy even though this approach takes some time.

5.3.2. Random Forest

In this experiment, the parameters of the internal models constituting the random
forest are configured with the Gini index in the same way as the decision tree. Also,
we confirmed that the dataset used in the experiment does not have significant decision
boundaries for trees of depth 5. Thus we set the maximum depth of the random forest
model to 4 for efficiency of training time.

5.3.3. SVM

We assume that there is noise in the dataset in our experiments, which we mean here
includes data that has a low impact on constructing the decision boundary of the overall
model. Therefore, when the hyperplane of the SVM is determined, we set the regularization
parameter to 0.8, lower than the default value of 1.0, so that the entire model can form a
flexible decision boundary by forming a sufficient margin for the noise data. Also, due to
the complexity of the dataset, we use a linear kernel for the availability of classification.

5.3.4. Naive-Bayes

On the dataset used in this experiment, all 77 features had real type values, and no
unusual distribution was identified in the dataset. Thus, we constructed an ensemble
model using the Gaussian Naive-Bayes model to enhance the coverage of natural events.

5.3.5. K-NN

Although the K-NN model can perform classification most intuitively, its computa-
tional complexity is very high due to the complexity of features and the number of entries
in a given dataset. Therefore, we set a lower criterion of 3 than the default value of 5, which
reasonably compromises computational performance. Also, these shallow criteria make
the model more responsive to rapidly changing data patterns.

5.3.6. Logistic Regression

Datasets with different attack patterns may require more iterations for the logistic
regression model to converge. We set the iteration to 1000, which is ten times the default
setting, for coverage on datasets where various attack patterns exist. Stopping criteria
set the model to converge at a regular rate using the default value of 0.0001. In addition,
the inverse of regularization strength, which means the reliability of the training data, was
set to 0.8 instead of the default value of 1.0 to flexibly cope with the noise data existing in
the training dataset.

5.4. Evaluation of Attack Detection Performance and Ability to Trend Reflection

This experiment proves that the proposed methodology is capable of high-speed
learning compared to a large amount of data and, at the same time, has high detection
performance by constructing a high-quality, small-scale training dataset. To this end,
an experiment was conducted to configure and maintain the training dataset at the level of
10% of the total dataset. In this experiment, 20,000 pieces of data, which is about 10% of the
entire data, were used as the initial training dataset, and the remaining 205,711 data were
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used as new data by dividing the data by a specific time unit. Experiments were performed
to compare the performance of the proposed method with the ideal machine learning
detection method. In the ideal experiment to compare the performance of the proposed
method, a greedy method was used in which all observed data up to a specific time point
were used for training. The new observation data were sequentially divided into 100 folds
for the experiment, with 2057 data observed per particular unit time. An experiment on the
accuracy of attack detection and classification using the proposed method was performed
by reflecting new observation data in the existing training data and updating the training
dataset at every point in time.

The following Figures 3–10 are graphs showing the experimental and control groups’
attack detection performance and learning time. Figures 3, 5, 7 and 9 are graphs of the classi-
fication accuracy of the experimental group and the control group, and Figures 4, 6, 8 and 10
show the learning time of the experimental group and the control group. In each graph,
the graph of the experimental group is presented by an orange line, and a blue line indicates
the graph of the control group. In addition, in the classification accuracy graph, the label
of the test set is indicated by a green line, a value of 1 means attack data, and a value of
0 means normal data.

In the attack detection accuracy graph in Figure 3, the ideal approach shows higher
classification performance than the proposed method. This result is predictable because the
ideal approach used more training data. However, in the classification accuracy after the
86th fold, where the last attack pattern was observed, it can be confirmed that the accuracy
in the ideal approach is consistently low even though only normal data is observed. This
is because the data observed in the past data patterns acted as noise data in subsequent
situations so that the decision boundary of the entire model was improperly formed. On the
other hand, the classification accuracy of the proposed method shows higher accuracy than
the ideal approach in the time after the 90th fold, even though it showed slightly lower
accuracy in previous periods. This is because, among the data observed in the past, noise
data in the currently observed data is removed correctly so that the training dataset is
appropriately configured. Also, in Figure 4, it can be seen that the proposed method shows
a constant and much faster learning time compared to the ideal approach. These results
mean that the model can be trained much more effectively than learning the entire data
with only 20,000 data of an appropriately organized dataset.

In Figure 3, the average difference between the two observed accuracies in the entire
period of 100 folds was 0.167314%. In the section after the last 90 folds, the comparison
group method showed an average attack detection accuracy of 98.89%. The proposed
method showed an average attack detection accuracy of 99.34%.

Figures 5 and 6 are the results of experiments performed after reducing attack data
to 20% to reflect the realistic attack environment and data distribution. When the ratio of
attack data is reduced, new data’s degree of trend change also decreases. Because of this,
the ideal approach of learning large amounts of data shows better classification accuracy.
On the other hand, in the accuracy graph of Figure 5, the proposed method shows low
accuracy in the first 0–20 fold periods. This result means that the number of data was
insufficient to reflect the pattern of new data. However, in the data after the 20th fold,
the classification accuracies of the proposed method and the ideal approach show similar
performances. This means that a sufficient number of pure data to learn the model’s
decision boundary effectively has been organized. In other words, this experiment shows
that the proposed method can effectively train a classification model even with a small
amount of data if repeated learning is performed for a sufficiently long time. As a result of
these, in Figures 4 and 6, the proposed method shows a more effective learning time than
the ideal approach.
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Figure 3. Attack classification accuracy of the proposed method and the ideal method when the size
of the pure dataset is 20,000.

Figure 4. Training time per unit data input of the proposed method and the ideal method when the
size of the pure dataset is 20,000.

Figure 5. Attack classification accuracy of the proposed and ideal methods when the size of the pure
dataset is 20,000 and the proportion of attack data is reduced.
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Figure 6. Training time per unit data input of the proposed method and the ideal method when the
size of the pure dataset is 20,000 and the proportion of attack data is reduced.

Figures 7 and 8 are the attack detection results for a 40,000-scale training dataset
generated by the proposed method, and Figures 9 and 10 are experiments that reduced the
proportion of attack data to 20%. In the attack classification accuracy graph of Figure 7,
where the change in data trends is significant, the difference in attack classification per-
formance between the ideal approach and the proposed method is not significant. These
results imply that it may not be appropriate to operate a training set of 40,000 for a given
dataset. Similarly, in Figure 9, where the change in the data trend is small, the proposed
method shows similar attack classification accuracy to the ideal approach up to about
50th fold intervals. However, the proposed method shows higher accuracy than the ideal
approach after the 75th fold, where the last attack data is observed. This means that the
proposed method eliminated noise data properly while at the same time enabling more
accurate classification than the ideal approach in the period where the data pattern changes
from attack to normal. In addition, the average classification accuracy measured by the
method proposed in Figures 7 and 9 is higher than the accuracy of Figures 3 and 5. These
results imply that considering the feature and distribution of each data in a given dataset,
and itis more appropriate to operate 40,000 training sets than 20,000 training sets. As a
result, if the learning dataset’s size can be adequately set considering the number of newly
observed data and the number of data that can be digested every unit training time interval,
the proposed method shows higher attack detection performance than simply learning
large amounts of data. Figures 7 and 8 show the experimental results of setting the size
of the training dataset generated by the proposed method to 40,000. Figures 9 and 10
show the experiment results in which the ratio of attack data was reduced to the level of
20%. In the attack classification accuracy graph of Figure 7, where the data trend changes,
the ideal method has slightly higher overall detection performance, and the proposed
method generates fewer false alarms in the last section by removing the noise data. In this
experiment, the difference in accuracy between the proposed method and the ideal method
is not significant in all folds. This result means that as the size of the training dataset of the
proposed method increases, the two methodologies converge in the direction of deriving
similar results. In Figure 9, where the change in data trend is small, the proposed method
shows attack classification accuracy similar to the ideal method up to about 50 folds. How-
ever, after the 75th fold, where the last attack data is observed, the proposed method shows
higher accuracy than the ideal method. This means that the proposed method reduces the
noise data better than previous experiments, and it means that more accurate classification
is possible even in the period where the data pattern changes in real-time. In other words,
this result shows that it is more effective to construct a pure training dataset of 40,000
considering the size of the entire dataset, the size of the initial training data, and the degree
of the data trend change. Therefore, if the number of newly observed data and the number
of data covered within every unit time are adequately considered, the proposed method
shows higher attack detection performance than simply learning a large amount of data.



Appl. Sci. 2022, 12, 1011 14 of 17

Figure 7. Attack classification accuracy of the proposed method and the ideal method when the size
of the pure dataset is 40,000.

Figure 8. Training time per unit data input of the proposed method and the ideal method when the
size of the pure dataset is 40,000.

Figure 9. Attack classification accuracy of the proposed and ideal methods when the size of the pure
dataset is 40,000 and the proportion of attack data is reduced.
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Figure 10. Training time per unit data input of the proposed method and the ideal method when the
size of the pure dataset is 40,000 and the proportion of attack data is reduced.

5.5. Discussion and Limitations

The proposed method reduces the noise data from the training dataset and derives an
efficient small-scale training dataset through purification. This method filters only the data
that has a significant influence on forming the decision boundary of the ensemble model.
These results can fundamentally improve the efficiency and performance of anomaly
detection techniques using machine learning. However, some blind spots and limitations
must be considered in deriving these results.

The first is the absence of a method for determining the size of an appropriate training
dataset. Although the derived dataset from the proposed method makes the clear decision
boundary, the size of the training dataset itself is directly related to the sensitivity to changes
in the network. Therefore, when the training data is too large, a behavior different from
previous patterns may be classified as noise and eliminated even if it is normal behavior.
On the other hand, slow but progressive attacks, and noise may not be detected using a
too-small training dataset. Therefore, it is necessary to consider how to determine the size
of the training dataset by observing the number of changes in the network.

The second is a case in which meaningful data is gradually removed while the training
dataset continuously removes noise data; thus, the dataset converges in a meaningless
direction. For example, in the case of malicious behavior that is difficult to detect, hard
voting (or soft voting) of the ensemble model may not be appropriate for attack detection.
This aspect can converge in the direction where a specific label is continuously reduced
in the training dataset, or the training dataset itself is over-fitting so that only a specific
label is selected. This problem should be solved by considering the degree and ratio for
acceptance and reflection to the new data and patterns.

6. Conclusions

This paper proposed a method of efficiently learning attack detection and classification
models through ensemble-based noise reduction mechanisms using various classification
models. The proposed method derived higher classification accuracy than simply using a
large amount of data for learning by selecting data that could purify the decision bound-
ary of the ensemble model by synthesizing the classification results of various models.
In addition, the model can quickly reflect trends of new data by rapidly detecting and
removing noise data generated by changes in data trends. This approach allows the pro-
posed method to effectively detect abnormal behavior observed in the network in that it can
save system resources while at the same time performing real-time model modifications
using high-quality small datasets. In addition, the proposed methodology constructed a
flexible method to which various classification models could be applied by separating the
noise reduction procedure from the process of the general classification model. This has
the advantage of being used not only to network data but also to classification problems
with different distributions and characteristics of datasets. Thus, the proposed method is a
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classification approach that can be applied in all cases where the prediction of changes in
data characteristics is required in an environment where data is constantly observed. Of
course, the proposed method still has limitations and blind spots on the adaptability and
robustness of the model and the process of finding appropriate parameters. These issues
require a fundamental consideration of the distribution and characteristics of the data.
Therefore, we will continue to develop the proposed methodology to determine the optimal
training dataset size and appropriate new data observation frequency in future studies.
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