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Abstract: The knowledge of the solar irradiation components is required by most solar applications.
When only the global horizontal irradiance is measured, this one is typically broken down into
its fundamental components, beam and diffuse, by applying an empirical separation model. This
study proposes a semi-analytical model for diffuse fraction, defined as the ratio of diffuse to global
solar irradiance. Starting from basic knowledge, a general equation for diffuse fraction is derived.
Clearness index, relative sunshine, and the clear-sky atmospheric transmittance are highlighted
as robust predictors. Thus, the model equation implicitly provides hints for developing accurate
empirical separation models. The proposed equation is quasi-universal, allowing for temporal (from
1-min to 1-day) and spatial (site specificity) customization. As a proof of theory, the separation quality
is discussed in detail on the basis of radiometric data retrieved from Baseline Surface Radiation
Network (BSRN), station Magurele, Romania. For temperate continental climate, overall results show
for the diffuse fraction estimation a maximum possible accuracy around 7%, measured in terms of
normalized root mean square error. One of the many options of implementing the semi-analytical
model is illustrated in a case study.

Keywords: solar energy; diffuse fraction; atmospheric transmittance; sunshine duration; clearness
index

1. Introduction

Energy generation from renewable sources has become a significant issue for the social
and economic development of any community that aims to be sustainable. Many hopes
are linked to the photovoltaic (PV) conversion of solar energy. Since solar energy is the
cheapest fuel and a solar plant has a very low maintenance cost, PV plants have become
widely spread across the globe as non-polluting power sources. This statement is argued
by the weight of solar electricity in the energy mix, which, in the last years, experienced a
sharp increase and this trend is expected to continue [1].

A PV plant project goes through two stages: development and exploitation. In the de-
velopment stage, reliable solar resource statistics is required for the feasibility study and PV
system design [2]. Solar energy collected on tilted surfaces is the physical quantity of main
interest. Since only a very small number of radiometric stations record solar irradiance on
tilted surfaces, numerical estimates are used in practice as substitute for measurements [3].
Generally, the solar irradiance components measured on a horizontal surface are trans-
ferred on the tilted surfaces by means of the so-called transposition models [4]. When only
the global horizontal irradiance is measured, before applying a transposition model, it is
broken down into its fundamental components: beam and diffuse. The operation is carried
out by applying a separation model [5].

Following the pioneering work of the 1960s by Liu and Jordan [6], which reports
an empirical equation that linearly connect daily diffuse and global solar irradiation, an
abundance of separation models has been proposed. Almost all the separation models have
an empirical basis of different deepness levels, going from purely empirical models [7]
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to the very rare models encapsulating features from the physics of the radiative transfer
through the atmosphere [8]. Many empirical models are fitted on data collected from a
limited geographical area (most of times a single location, e.g. [9]), which may dramatically
limit their applicability only around the origin location. Other equations are fitted on data
collected from a larger area, claiming a general applicability on a climate zone or even
at a global level [10,11]. Aiming for increasing the separation accuracy, the very simple
linear equation of Liu and Jordan [6], was replaced with more and more complicated
equations: quadric [12], third order polynomial [13], exponential [14], separate equation
per season [15], and so on. As far as the predictors are concerned, there is also a large
diversity of separation models. Most of the empirical separation models express the
diffuse fraction (see Section 2 for a definition) as a function of clearness index [16] and,
sometimes, other atmospheric parameters (e.g. [17] considers 23 predictors, including
some that account for the effect of clouds). From the timescale perspective, there are
separation models that operate on data series of global solar irradiance ranging from
1-min sampling [7] to daily [18] or even monthly [19] sums. For more information about
the separation models categories, we point the reader to Ref. [20] where a documented
cross-classification is discussed.

The current state-of-the-art of the separation models is well captured by the recent
work of Dazhi Yang [11]. The Yang’s paper evaluates the separation models developed after
2016, which claim a better performance than the Engerer2 model [21], which was found to
be the best until 2016 [22]. The comprehensive review [22] compares the performance of
140 separation models using data from 54 locations from all climate zones. Whereas none
of the models was found to be able to outperform the others in all locations, the Engerer2
model was found to be quasi-universal, based on statistical results averaged over different
climate zones. Among the models developed after 2016, according to [11] the following
four separating models (denoted as in [11]) demonstrated to be at least as efficient as the
Engerer2 model: Yang4 [11], Starke1 [23], Starke3 [24], and Paulescu [7].

This study proposes a semi-analytical separation model. Starting from basic knowl-
edge in modelling the atmospheric transmittance, a general equation for diffuse fraction
is derived. Deeply different from previous models, the equation is derived without any
empirical approach. The proposed model evaluates the diffuse fraction as a function of
three parameters: the traditional clearness index, relative sunshine, and the mean atmo-
spheric transmittance. The distinctive features of the proposed model are: (a) establishes
a general analytical equation for a separation model. This is a formal equation which
can be expanded and adapted for specific utilizations. (b) Based on physical criteria, the
parameters that must be considered in the development of an accurate empirical separation
model, are indicated, (c) the model is quasi-universal, allowing for temporal (from 1-min
to 1-day) and spatial (location specificity) customization. Based on a numerical study,
the quality of the separation process is discussed from different perspectives (timescale
operation, state-of-the-sky, atmospheric transmittance) and its limits are evaluated.

The paper is organized as follows. Section 2 introduces the proposed semi-analytical
model. A numerical proof of theory is discussed in detail in Section 3 at three sampling
levels: 1-min, 1-h, and daylight. Section 4 is devoted to a case study focused on using as
inputs mean atmospheric transmittances estimated with a clear-sky solar irradiance model.
The main conclusions are gathered in Section 5.

2. Proposal for a Separation Model

The separation models typically estimate the diffuse fraction kd, defined as the ratio of
diffuse solar irradiation Hd to global solar irradiation H:

kd =
Hd
H

(1)

As the introduction specifies, almost all empirical separation models express kd as a function
of clearness index kt and other atmospheric parameters. Clearness index is defined as the
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ratio of global solar irradiation H measured at the ground to its counterpart at the top of
the atmosphere Hext:

kt =
H

Hext
(2)

This section introduces a semi-analytical model derived from the basic theory of
modeling solar radiation at the ground level.

The well-known closure relation between the solar irradiation components measured
in a horizontal surface is:

H = Hb + Hd (3)

On the basis of the results from [25], the beam solar irradiation Hb can be approximated as:

Hb
∼= σHb0 (4)

where Hb0 is the beam solar irradiation recorded in clear sky conditions. σ = SD/∆t
denotes the relative sunshine during a time interval ∆t, i.e., the ratio between the sunshine
duration SD and the greatest possible time of sunshine ∆t. By way of consequence, if the
Sun shines during ∆t then σ = 1 and if the sky is overcast then σ = 0. The consistency of
the approximation was established on the basis of statistical theory [25]. Equation (4) is the
sole approximation in this proof.

By using Equations (2)–(4) in the diffuse fraction definition (1), after elementary
calculation it is obtained as:

kd = 1− σ

kt

Hb0
Hext

(5)

At a generic level, the beam solar irradiation component under clear sky can be
expressed as a function of the atmospheric transmittance τa (e.g. [26]):

Hb0 = GSCε j

∫
∆ω

τa(ω) sin h dω (6)

where GSC = 1366.1 W/m2 is the solar constant, ε j denotes the correction of solar constant
with respect to the Sun–Earth distance, h is the Sun elevation angle and ω represents the
hour angle. During a given time interval ∆t, Hext can be deterministically calculated:

Hext = GSCε j

∫
∆ω

sin h dω (7)

By summing up the results, it is obtained:

kd = 1− σ

kt
τa (8)

where τa =

∫
∆ω

τa(ω) sin h dω∫
∆ω

sin h dω
represents the weighted average of the atmospheric transmit-

tance with respect to the Sun’s elevation angle. Equation (8) is applicable for any time
interval ∆t during a day.

Equation (8) represents a basic relationship between the diffuse fraction and three poten-
tial estimators: clearness index kt, relative sunshine σ, and the mean value of the clear-sky
atmospheric transmittance τa. The three estimators are not independent. kt and σ are strongly
related (roughly linear) through the Ångström–Prescott equation [27,28] (see [29] for a recent
review). Both kt and σ are not completely independent of τa, the relationships being weaker
than the Ångström–Prescott equation but more complex. Even if Equation (8) is not directly
useful in practice, it points out the parameters that should be considered in an empiri-
cal equation for diffuse fraction. Thus, along with the traditional predictors, clearness
index and/or relative sunshine, the insertion into the diffuse fraction of some atmospheric



Appl. Sci. 2022, 12, 12759 4 of 12

parameters can contribute to improving the performance in the empirical estimation of
diffuse fraction. These parameters are the same as those used in modeling the atmospheric
transmittance in the clear-sky solar irradiance modeling, such as water vapor column
content, Ångström parameters, etc. An analysis on this line is presented in Section 4, but
before that the validation of the general equation, Equation (8), is compulsory.

3. Numerical Proof of the Theory

This proof intends to show that Equation (8) can be fitted with high accuracy on
measured data, emphasizing its strengths and weaknesses. We chose to check it on a series
of hourly data. On the one side, hourly sampling is usual in solar irradiation modeling,
and, on the other side, ∆t = 1 h can be regarded as an arbitrary chosen value of ∆t within a
day. The boundary cases ∆t = 0 (instantaneous diffuse fraction) and ∆t = daylight_length
are discussed too. The models’ performance is evaluated using two statistical indicators,
normalized root mean square error (nRMSE) and normalized mean bias error (nMBE). The
two indicators are defined in Appendix A.

3.1. Data

The study was conducted with high-quality radiometric data retrieved from
BSRN— Baseline Surface Radiation Network, station Magurele, Romania [30].

The town Magurele (44.3439 N; 26.0123 E, 110 m asl) is located in a rural area, close to
the capital Bucharest. Magurele experiences a transitional climate, with both continental and
subtropical influences (Koppen climate classification Cfa [31]). Global, diffuse, and direct-
normal solar irradiances recorded at 1-min resolution during 1 June to 31 December 2021,
were used to build the specific database. A carefully quality check was performed, at the
first step the suspicious data being removed. At the second step, only data measured at
the Sun elevation angle h > 5◦ were selected (the pyranometers accuracy is questionable
close to sunrise and sunset). Finally, only those hours containing a complete dataset
(60 measurements points) were retained. This dataset, further denoted hDATA, was
completed with physical quantities resulted from post-processing of measurements, e.g.,
relative sunshine σ, clearness index, sunshine number SSN (as a proxy for relative sunshine),
and sunshine stability number SSSN (as a quantifier for the variability in the state-of-the-
sky). SSN and SSSN are defined in Appendix B. Figure 1 shows the variation of σ and
SSSN for all 2044 valid hours comprised in hDATA. Visual inspection of Figure 1 highlights
the complexity of the hDATA dataset. It contains both hours with stable clear or overcast
skies, partly sunny hours with moderate variability in the-state-of-the-sky, but also hours
with a high degree of variability in the-state-of-the-sky occurring either on a clear-sky or
cloudy background. Similar databases were built for evaluating the boundary cases ∆t = 0
(iDATA) and ∆t = daylight_length (dDATA).
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Figure 1. Relative sunshine σ (red) and sunshine stability number SSSN (blue) recorded in each hour
from the hDATA database.

3.2. Model Assessment at 1-Hour Sampling

The results of applying Equation (8) to hDATA are assessed next. First, a brief anal-
ysis of the variables is presented. Figure 2a shows a typical picture of kd − kt scattering.
Clearness index varies from values lower than 0.1, recorded in hours with the Sun covered
by opaque clouds, to values around 0.75, recorded in clear sky hours. The points are
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clustered in two regions: kd ' 1, corresponding to the Sun covered by clouds and, roughly,
0.1 < kd < 0.2 corresponding to a bright Sun on the sky. The cloud transmittance has a
lower influence on diffuse fraction (kd ' 1 for most values of kt < 0.4). Differently, in sunny
conditions (high values of kt), kd experiences a large dispersion, indicated a strong influence
of the clear-sky atmospheric transmittance on the diffuse fraction. These observations are
substantiated in Figure 2b, where kd is plotted against relative sunshine σ. While, in the
mostly cloudy sky hours, a low dispersion of kd is noted, in the mostly sunny hours, a large
dispersion of kd is noted. The clear-sky atmospheric transmittance τa in Equation (8) is
expected just to cover the scattering on mostly clear sky hours.
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Figure 2. Graphical presentation of the relationships between the physical quantities involved in
Equation (8): (a) Diffuse fraction kd with respect to clearness index kt; (b) diffuse fraction kd and
clearness index kt with respect to the relative sunshine σ. Post-processed data from hDATA are used.

There is a wide range of options for estimating τa. First, only those hours in which
a variable sky 0 < σ < 1 was recorded, are considered. The cases σ = 0 and σ = 1 are
discussed separately. The two limits are neither trivial nor minimalist. The partition of
hDATA looks like this: 470 data recorded in overcast conditions σ = 0, 730 in variable sky
0 < σ < 1 and 844 in sunny conditions σ = 1. At least in temperate climate, approximately
half of daylight hours are either sunny or overcast, emphasizing the substantial role of
the two limits in the overall performance of a separation model. Most of the empirical
separation equations cover the entire range of relative sunshine, even if at the limits
σ = 0 and σ = 1, Equation (8) is reduced to very specific forms according to the physical
phenomenology. For more inside this topic, we point the reader to [32] where the limits
σ = 0 and σ = 1 are analyzed in the analogue context of the Ångström–Prescott equation.

Under variable sky conditions 0 < σ < 1, two approximations of τa are discussed
next. In the first case, τa was evaluated as an average value over the entire period. For
this, a linear Ångström–Prescott equation, kt = a + bσ, was fitted on data (Figure 2b), then
τa being simply evaluated as τa = a + b, i.e., τa = 0.3038 + 0.3794 = 0.6833 (see e.g. [29]
for details). Figure 2b shows a typical picture of kt with respect to σ, emphasizing the
linear nature of the Ångström–Prescott equation. In the second case, τa was evaluated hour
by hour on the basis of direct-normal solar irradiance measured data series. It is worth
reminding that in this case only those hours in which 0 < σ < 1 were considered, so that for
at least one minute the Sun shined on the sky, allowing for direct-normal solar irradiance
measurement. The results are gathered in Figure 3 in the form of scatter plots. Visual
inspection of Figure 3 shows the high influence of the clear-sky atmospheric transmittance
on the accuracy of diffuse fraction estimation. Thus, assuming a long-term average for τa
in Equation (8) leads to a severe underestimation of measured data (Figure 3a). If hourly
averages of atmospheric transmittance are considered (Figure 3b), a high accuracy in diffuse
fraction estimation is noted (nMBE = 0.053 and nRMSE = 0.067). The estimates accuracy can
be further increased if τa is calculated as the theory prescribes, i.e., as a weighted average
with respect to the Sun elevation angle.
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Figure 3. Estimated with Equation (8) vs. measured diffuse. The values of clear-sky atmospheric
transmittance τa in Equation (8) are: (a) a long-term average and (b), hourly average.

At the sunny-sky limit σ = 1, Equation (8) reduces to kd = 1− τa/kt. Figure 3b also
displays estimated (assuming hourly mean for τa) vs. measured kd in this case. The model
performance drops by half: nMBE = 0.099 and nRMSE = 0.125. A possible cause could be
the presence of clouds close to the Sun or a thin layer of clouds covering the Sun generating
the so-called cloud enhancement events [33].

At the overcast limit σ = 0, Equation (8) estimates always kd = 1, which is theoretically
sound (when the Sun is covered by clouds the global solar irradiance equals diffuse
solar irradiance). The measurements of kd experience values closer but different from
one. Figure 4 shows a histogram of measured kd for σ = 0. Majority of the values are
clustered between 0.99 and 1.01, approx. 80%). The statistical indicators nMBE = 0.009 and
nRMSE = 0.013 substantiate the model’s assumption kd = 1 for σ = 0.
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Summing up the results and computing the statistical indicators of accuracy over the
entire database we obtained: nMBE = 0.043 and nRMSE = 0.058. This is a remarkable result,
emphasizing the high-performance of Equation (8) in capturing the reality.

3.3. Extreme Cases

The study presented in Section 3.2 was performed assuming an hourly sampling,
∆t = 1 h. The following question remains: how do the results change when ∆t deviates con-
siderably from one hour. The results presented next answer this question, the focus being
on the extreme cases ∆t = 0 (instantaneous diffuse fraction) and ∆t = daylight_length.

Diffuse fraction of solar irradiance (∆t = 0) is a very specific subject-matter, closely
related to the clear-sky solar irradiance modeling. When ∆t→ 0 , the physical quantities in
Equation (8) change to instantaneous quantities, i.e., σ→ SSN(see Appendix B for SSN
definition) and the mean atmospheric transmittance τa tends to the instantaneous value τa.
Thus, Equation (8) becomes:

kd =

{
1− 1

kt
τa IF SSN = 1

1 IF SSN = 0
(9)

Always when the Sun is covered by clouds (SSN = 0), Equation (9) estimates kd = 1,
which is theoretically sound. When the Sun shines (SSN = 1), Equation (9) preserves
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the complex dependence on the atmospheric transmittance. It should be noted that the
clearness index kt in Equation (9) is a measured quantity, being the common parameter of
the empirical separation models. Thus, aiming to empirically develop a separation model,
the atmospheric transmittance τa may be the subject of an empirical parameterization.

Figure 5 shows the instantaneous diffuse fraction evaluated based on the measure-
ments comprised by iDATA dataset. iDATA contains 139,023 measurement points, recorded
at 1-min sampling, the native resolution of BSRN. The points distribution on the kd − kt
plane (Figure 5a) is like that observed for hourly diffuse fraction (Figure 2a), but a much
larger dispersion is observed. Without any averaging, the impact on the global solar irradi-
ance of the atmospheric transmittance (measured on the Sun direction), cloud enhancement,
pyranometers uncertainties is more prominent.
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However, visual inspection of the density plot from Figure 5b, shows a clustering of
the points in two regions: Sun covered by clouds (roughly 33% of iDATA for kd > 0.95)
and almost clear sky (roughly 45% of iDATA for kd < 0.25 and 0.6 < kt < 0.8). Figure 5b
is consistent to other studies (e.g., [24]) but combined with Equation (9) emphasize the
weight of the two clusters for τa parameterization. The ability of Equation (9) in capturing
the peculiarities of instantaneous diffuse fraction is illustrated in Figure 6a. The points
corresponding to the SSN = 1 branch in Equation (9) (roughly 60%) are clustered around
the first diagonal while the points corresponding to the SSN = 0 branch (roughly 40%)
are distributed on a horizontal line segment, the estimated kd = 1. The density plot from
Figure 6b shows that most of the points are clustered very close to the first diagonal and
the measured value kd = 1. In terms of statistical indicators, Equation (9) applied to
iDATA achieves: nRMSE = 0.074 and nMBE = 0.035. As it was developed, the inherent
measurement errors, the cloud enhancement phenomena are not considered by Equation (9).
An empirical parameterization of τa could capture features from the cloud enhancement.
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If we compare this result with the ones from [11], we even find a very good per-
formance of the model defined by Equation (8). According to [11], the current best
model reaches temperate climate performances ranging between nRMSE = 0.247 and
nRMSE = 0.649. In other words, by using Equation (8) nRMSE can drop three times
compared to the most performing current models.

At the other frontier, ∆t equals to the daylength, the diffuse fraction is estimated by
Equation (8). The test performed on dDATA dataset (with τa calculated as a weighted
average over the entire day) led to nRMSE = 0.078 and nMBE = 0.003. Comparing to the
case of hourly sampling, a larger scattering in noted but the bias is removed.

To this end, it is worth to note that the proof presented above considers a knowl-
edge of the average atmospheric transmittance with the highest accuracy, τa being the
result of direct measurement. As a consequence, the calculated values of nRMSE and
nMBE can be considered as reliable indicators for the accuracy limit of the proposed
semi-analytical model.

4. Practical Implementation: Case Study

Equation (8) is general, there being almost unlimited ways to customize it. The
general equation can be substituted purely with empirical models based on the predictors
formalized in the Equation (8) inference. Another option could be keeping the form of
Equation (8) and expressing τa as a function of the available atmospheric parameters. There
are a large variety of clear-sky solar irradiance models that can be integrated for τa [34].
The accuracy of τa estimation depends on the clear-sky solar irradiance model and it can
be conditioned by several factors, such as the atmospheric parameters availability, the
measurements quality, and so on.

This section presents a case study focused on the latter version. The assumptions
underlying the study are the following:

(1) The aim is to estimate the hourly mean diffuse solar irradiance at the station Magurele,
Romania, briefly described in Section 3.1;

(2) The estimation of diffuse fraction is made based on Equation (8), using the PSα
clear-sky solar irradiance model [35] for evaluating τa.

(3) Global solar irradiance and sunshine duration are measured in situ, enabling the
calculation of the clearness index and relative sunshine, respectively. In particular,
records from hDATA dataset are used;

(4) For running PSα, the aerosol optical depth (AOD), the Ångström exponent α and
the water vapor column content w are retrieved from the Aerosol Robotic Network
(AERONET) [36] at daily resolution. The Ångström turbidity factor β is evaluated
based on AOD and α (see e.g., [35] and the references therein for details).

(5) For the ozone column content, a mean value of 0.35 cm·atm was assumed.

The results of testing this specific implementation of Equation (8) are collected in
Figure 7. Visual inspection of Figure 7a shows a relatively large scatter of estimated vs.
measured diffuse fraction (nRMSE = 0.245). No bias is observed (nMBE =−0.015). However,
such a large scattering of data is characteristic of the separation models. Table 1 shows
the results of running different models for the diffuse fraction reported over time. The
equations are various: triple segmented linear [37–39], triple segmented polynomials of
order three [40] and four [41–43], exponential [16] and double segmented [17]. There is
also a variety of places of origin: North America, South America, Australia, Europe, and
Asia. The models performance ranges between nRMSE = 0.254 for a polynomial model of
order 4 and nRMSE = 0.302 for the double segmented model. The specific implementation of
Equation (8) combined with PSα keeps a small advance in front of these models. While all the
models considered in this comparison hold frozen numerical coefficients, Equation (8) exhibit
a large flexibility in implementation. There are many other possibilities of computing τa that
can lead more or less to better results.
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Table 1. Performance of different hourly diffuse fraction models applied to hDATA dataset.

Model
Reference [37] [38] [39] [40] [41] [42] [43] [16] [17]

nRMSE 0.281 0.281 0.263 0.260 0.270 0.254 0.266 0.280 0.302
nMBE 0.102 0.051 0.066 0.031 0.062 −0.013 −0.074 0.102 −0.153

The final outcome of the separation process is the hourly diffuse solar irradiance.
This is evaluated in Figure 7b, also as a scatter plot. Comparing with the diffuse frac-
tion, a slight decreasing in the estimation accuracy can be observed (nRMSE = 0.313 and
nMBE = −0.046). It is worth emphasizing that the majority of points are clustered in a
lenticular domain around the first diagonal. There is a very small number of points where
the diffuse irradiance is estimated with large errors. Since nRMSE is a statistical indicator
that penalizes errors more drastically as they increase, the weight of this small number
of errors has a major contribution in establishing the nRMSE value. Looking at the pro-
posed model precision, measured by the percentage p [%] of estimates accurate to within
a given tolerance interval TOL [%], it appears very good: p [TOL = 10%] = 36.7% while
p [TOL = 20%] = 59.6%.

5. Conclusions

The relevance of the models for separating the global irradiance into its direct and
diffuse components is highlighted by the large number of scientific reports on this topic.
The majority of the reported separation models are built empirically, paying tribute to
the location of origin. Starting from basic knowledge in modelling the atmospheric trans-
mittance, a general equation for diffuse fraction is derived, namely Equation (8). Deeply
different from previous models, the equation is derived without any empirical approach.
Clearness index, relative sunshine, and the mean clear-sky atmospheric transmittance are
identified as primary predictors for a separation model. A numerical proof of theory is
presented in detail in Section 3. This proof assumes the knowledge of the mean atmospheric
transmittance with the highest possible accuracy, being the result of direct measurement.
Therefore, the calculated value of normalized root mean square error can be considered
as a reliable indicator of the maximum accuracy that can be achieved by the proposed
semi-analytical model. For temperate continental climate, overall results show a limit of
accuracy for the estimation of diffuse fraction around 7%, measured in terms of normalized
root mean square error.

Equation (8) can be applied directly in practice as it is. But Equation (8) have a
great merit in the development of an empirical separation model. It formally indicates
the optimal equation and the optimal predictors necessary to explain the high variability
commonly experienced by the measured diffuse fraction. While the clearness index is
a mandatory predictor (global solar irradiance is always supposed to be known), there
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is plenty of room for adapting the model according to the atmospheric data availability
aiming to an accurate calculation of the mean atmospheric transmittance.

The proposed separation model can be regarded as general, allowing for temporal
(from 1-min to 1-day) and spatial (site specificity) customization. This study was focused on
its development, proof of the theory, and an estimation of the theoretical limit of accuracy.
Many facets of research are still open. A verification at the global scale of the semi-analytical
separation model (assuming different implementations of different complexities) is planned
in the immediate future.
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Appendix A. Statistical Indicators of Accuracy

The accuracy of different models is measured in terms of two common statistical
indicators very often used in solar radiation modeling, i.e., normalized root mean square
error (nRMSE) and normalized mean bias error (nMBE):

nRMSE =

[
M

M
∑

i=1
(ci −mi)

2
]1/2

M
∑

i=1
mi

(A1)

nMBE =

M
∑

i=1
(ci −mi)

M
∑

i=1
mi

(A2)

where c and m refer to the estimated and measured values of a physical quantity, respec-
tively, while M denotes the number of measurements.

Appendix B. Sunshine Number

Sunshine number SSN quantifies the relative position of the Sun and clouds. For an
observer placed on Earth’s surface, SSN is defined as a time-dependent random binary
variable [44]:

SSN =

{
0 if the Sun is covered by clouds at time t
1 otherwise

(A3)

The average value of SSN over a given period ∆t equals the relative sunshine σ during
∆t. Series of SSN values are usually calculated from radiometric measurements using the
World Meteorological Organization sunshine criterion [45]: the Sun is shining at time t if
direct-normal solar irradiance at time t exceeds 120 W/m2.

https://bsrn.awi.de/
https://aeronet.gsfc.nasa.gov/
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Based on SSN, a straightforward quantifier for the variability in the state-of-the-sky
can be defined. This is the sunshine stability number SSSN [46]:

SSSN(t) =
{

1 if SSN(t) < SSN(t− 1)
0 otherwise

(A4)

Equation (A4) indexes the transition from the state Sun shining to the state Sun is cov-
ered. The average value of SSSN during a time interval ∆t, SSSN, basically measures
the frequency of changing SSN during ∆t, thus SSSN quantifies the variability in the
state-of-the-sky [47].
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