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Abstract: User alignment (UA), a central issue for social network analysis, aims to recognize the same
natural persons across different social networks. Existing studies mainly focus on the positive effects
of incorporating user attributes and network structure on UA. However, there have been few in-depth
studies into the existing challenges for the joint integration of different types of text attributes, the
imbalance between user attributes and network structure, and the utilization of massive unidentified
users. To this end, this paper presents a high-accuracy embedding model named Joint embedding of
Attributes and Relations for User Alignment (JARUA), to tackle the UA problem. First, a mechanism
that can automatically identify the granularity of user attributes is introduced for handling multi-type
user attributes. Second, a graph attention network is employed to extract the structural features
and is integrated with user attributes features. Finally, an iterative training algorithm with quality
filters is introduced to bootstrap the model performances. We evaluate JARUA on two real-world
data sets. Experimental results demonstrate the superiority of the proposed method over several
state-of-the-art approaches.

Keywords: user alignment; social networks; multi-granularity; iterative training

1. Introduction

Social networks play an essential role in our daily life. People join multiple social
network platforms, e.g., Facebook and Instagram, to enjoy different services simultaneously.
Platform users usually maintain various accounts in different social networks, acting as the
bridges connected between multiple networks. The user alignment (UA) problem, which
aims to recognize the same natural person across different social networks, has attracted
substantial research attention due to its significant research challenges and practical value.
For example, UA across multiple social networks can help comprehensively understand
users’ characteristics, thus helping Internet service providers offer better services. It also
provides the potential for solving problems that cannot be completed within a single
network, such as cold start and data sparsity in many prediction tasks. In addition, UA
allows us to analyze user migration patterns and guide web application development [1].
Therefore, UA benefits significantly in many social network applications, including item
recommendation [2], link prediction [3], information diffusing prediction [4], and network
dynamics analysis [5].

Intuitively, the user’s unique attributes, e.g., email addresses and identity numbers,
are adequate for aligning the same users among multiple social networks if privacy issues
are not considered. As these privacy-sensitive attributes are usually not authorized to be
exposed online, many studies have focused on leveraging other accessible user attributes
that appear on social platform pages. Multi-modality user attributes have been exploited
for UA tasks, such as text [6,7], image [8,9], geographic location [10,11], etc. The most
widely used and accessible attribute modality is text. Researchers either adopt heuristic
rules to define similarity measures of text attributes or build representation learning (RL)
models to compare distances of user features. The latter is currently the mainstream. A
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number of RL techniques including autoencoders (AE) [7], convolution neural networks
(CNN) [6] and recurrent neural networks (RNN) [12] have been adopted for extracting text
features. However, such methods generally take a single method to encode the attribute text
(e.g., one-hot encoding, bag-of-word vectors, and TF-IDF), which ignores the characteristics
of different types of text. A perfect example can be observed in the following four types
of attributes. Usernames often have a large proportion of customized words with special
symbols, e.g., “S.Joshi” and “♣Joshi♣”. Age is generally represented by an integer, e.g.,
18 and 60. Affiliation is usually a phrase that consists of some regular words, e.g., the
full name of a corporation or a university. Blog/post may include many paragraphs rich
with spelling mistakes, slang, or domain-specific jargon. (Challenge 1) There still exists
a challenge in jointly integrating different types of text attributes. Generally, text data,
regardless of its length, contain a coarse- to fine-grained hierarchical structure. For example,
letters can be combined together to form words, and phrases can be decomposed into
words. In other words, granular structure naturally exists in texts. If we can find a proper
representation method that conforms to the inner structure of the text attribute, it would
be more efficient to capture the text features. This work attempts to handle multi-type
text attributes in a multi-granularity approach which automatically discovers the inner
granularity structure of attribute texts.

Another line of research for UA utilizes the structural information of social networks.
More current methods incorporate both user attributes and network structures to enhance
the UA performance [13,14]. For instance, the model REGAL [13] captures the node’s
structural identity and attribute identity by a matrix factorization-based approach. Another
typically related study on UA feature combination is undertaken in CoLink [15], which
iteratively learns an attribute-based and a structure-based model with a co-training strategy.
However, (Challenge 2) it is not a trivial task to effectively leverage user attributes
and network structures to address UA problems when they are quite imbalanced. The
attributes and relationships of users in real social networks can be diverse. Some users offer
little profiles on their home pages but have rich connections with others. On the contrary,
a number of users on LinkedIn give detailed personal information but they do not like
to interact with others. This imbalance results in the low accuracy of user identification
algorithms. If either of the two feature types is too faulty, it may lead to error propagation or
additional noise. An example is shown in Figure 1. If the actually existing relations r6 and r′2
are missing, user u2 can be easily aligned to u′1 by mistake. Similarly, the linkage error might
be propagated to the other pair u1 and u′2 with the help of relations r1 and r′1. Moreover, it is
also possible for a careless algorithm to determine incorrectly that u5 and u′5 are not the same
natural person by comparing their names “Joshi 001“ and “S. Joshi”, or their affiliations
“AA Corp.” and “University of AAA”. Therefore, attributes and relations have different
levels of importance in UA tasks when they are considered imbalanced. Distinguishing the
contributions of attribute information and structural information benefits a great deal from
enhancing the linking accuracy of UA models. This paper adopts an embedding-based
approach to incorporate user attributes and network structures into a unified optimization
framework, which ensures the robustness of the model.

Supervised UA approaches that build learning models on a set of identified user pairs
have brought convenience to train highly accurate models. The same technologies have
also created some potential problems that are exposed in almost every supervised work.
The alignment accuracy is limited by the quantity of pre-aligned user pairs (labeled data)
across networks, while massive unidentified users (unlabeled data) are not utilized. In the
meantime, pre-aligned user pairs are often insufficient due to costly manual annotations
and the huge scale of social networks. (Challenge 3) Making the most of unlabeled
data for the alignment task remains a challenge that has not yet been fully resolved. A
straightforward solution for exploiting unlabeled data is to predict new auto-labeled data
iteratively based on initial training samples [15,16]. To improve the quality of auto-labeled
data, this work introduces quality filters based on the symmetry property of similarity
function and adopts a threshold function to obtain higher alignment accuracy.
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Figure 1. An example of user alignment across social networks. G and G′ denote two networks to be
aligned. The lines between users within each network represent the relations between users, where
solid lines (r1 and r′1, etc.) and dashed lines (r6 and r′2) represent actual existing user relations and
potential but not observed relations, respectively. The lines between two users across G and G′ denote
the UA problem. The solutions determine whether potential user relations actually exist or not.

To address the aforementioned three challenges in the UA problem, this paper pro-
poses a novel embedding-based UA model, Joint embedding of Attributes and Relations
for User Alignment (JARUA). The goal of JARUA is to map two social networks into a
common latent space where aligned users are close to each other. In particular, all users’
text attributes are first automatically divided into the subword level and the word level to
unify the modeling of multi-type text attributes. Second, JARUA employs a graph atten-
tion network (GAT) [17] integrated with multi-granular attribute embedding to effectively
leverage the attributes and network structure, based on which a unified objective function
is designed for optimization. Third, an iterative training algorithm is developed to improve
the model performance by making full use of unlabeled data. The algorithm trains the
model on an initial set of labeled data and iteratively predicts new auto-labeled data, which
are added to the training set for the next iteration. After each iteration, filtering measures
are taken to ensure the quality of auto-labeled samples. The main contributions of this
work include:

• A novel embedding-based UA model to incorporate attributes and network structure
into a unified optimization framework which is robust to user attributes missing or
sparse networks.

• A multi-granularity attribute representation method is developed to effectively process
multi-type user attributes.

• An iterative training algorithm with filtering mechanics, which utilizes numerous
unlabeled data to bootstrap the model performances.

• Extensive experiments on two real-world datasets demonstrate the superiority of
JARUA over a series of comparison methods.

2. Related Work

UA was initially formalized as connecting corresponding user identities across differ-
ent communities in [18], which is also called user identity linkage (UIL), user identification,
anchor link prediction, etc. Designing UA models aims to align the social accounts be-
longing to identical natural person among multiple social media platforms. These pairs
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of identical users who act as anchors connecting various networks are known as aligned
user pairs.

This section attempts to provide a brief summary of the literature relating to UA
issues. Existing UA methods can be roughly classified into three categories: supervised,
semi-supervised, and unsupervised approaches. Most research is supervised, where the
main idea is training a ranking model or a binary classifier to find potential identical users
by using pre-matched user pairs as guidance [3,6,19–29]. For example, Man et al. [22]
proposed an anchor link prediction method PALE for preserving significant structural
regularities of networks with an awareness of supervised pre-aligned users. Likewise,
Mu et al. [23] provided an approach ULink, which attempts to map the users from multiple
social networks into the same latent user space through a projection matrix. Zhang et al. [6]
employed a graph neural network (GNN) to directly incorporate target users’ ego networks
into an embedding space by presenting a model MEgo2vec. Liu et al. [25] represented
the social structure by determining the weighted contribution probabilities of friendships
based on an attention-based network embedding (ABNE). Qiao et al. [26] introduced
the UA model SAUIL, a Siamese neural network, to learn the high-level representation
of users’ web-browsing behaviors. Li et al. [27] extracted the structural information
redundancies by analyzing the similarities of k-hop neighbors and integrated them with
name-based attribute features for user identification. Fu et al. [28] exploited the higher-
order structural properties and alignment-oriented structural consistency to learn a unified
graph embedding method (MGGE), which aimed to learn feature vectors of the graph. A
recent study by Li et al. [29] considered UA as a sequential decision problem and proposed
a reinforcement learning model to align users from a global perspective.

The above published supervised studies on UA issues depend heavily on the quantity
and quality of labeled data. However, collecting sufficient aligned user pairs as annotations
is inevitable. Some unsupervised methods are capable of addressing the UA problem
without any labeled data [13,15,30–36]. Liu et al. [30] proposed an improved n-gram
model that can automatically generate training data according to an evaluation of the
username rareness. Then, a binary classifier was trained to recognize identical users.
Lacoste-Julien et al. [32] highlighted the function of heuristic string similarities to align
user attributes through simple greedy matching (SiGMa). Some researchers have focused
on feature mapping or distance optimization. Nie et al. [33] suggested an approach of dy-
namic core interests (DCIM) that integrates network structure and user-generated contents
to align users. Li et al. [31] recommended the model UUIL that can utilize earth mover’s
distance to measure the distance between user degree distributions. A user identification
algorithm FRUI-P was reported by Zhou et al. [35], which introduced the concept of “friend
relationships” without prior knowledge for solving the UA problem. Zhou et al. [36] pro-
posed capturing node distribution in Wasserstein space and reformulating the UA task as an
optimal network transport problem in a fully unsupervised manner. Recently, Li et al. [37]
studied user’s check-in records, and jointly considered user’s spatial-temporal information
(e.g., location and time) to link identical users without any annotations.

Unsupervised approaches usually suffer from lower performances than supervised
ones, although unsupervised methods do not rely on labeled data. Semi-supervised opera-
tions offer an effective way of leveraging unlabeled samples along with a few annotations.
Therefore, many semi-supervised approaches [16,38–45] have recently emerged to tackle the
UA problem. The typical feature of semi-supervised UA models is that newly aligned user
pairs can be predicted during the training process. The energy-based model COSNET, pro-
posed by Zhang et al. [16], detailed that joint integration of the local user matching, network
structure, and global consistency is beneficial to UA models. Similarly, Liu et al. [38,44]
embedded user relations into input/output context vectors by employing a few annotations.
In a follow-up study, the approach FRUI established by Zhou et al. [40] iteratively linked
user identities by calculating a structure-based matching degree. Li et al. [42] designed the
weakly supervised adversarial learning model SNNA, to recognize users at the distribution
level. Later, the extension model MSUIL [43] based on SNNA was presented to address
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the challenges in multiple social network scenarios. Liu et al. [45] recently studied the
mutual promotion effect of users and employers in heterogeneous social networks, and
proposed the matrix factorization-based representation learning framework MFRep for
network alignment. In all the semi-supervised studies reviewed here, the proper combi-
nation of attributes and structure information is recognized as a potential solution to the
UA problem.

3. Problem Formulation

This section formalizes the problem addressed in this paper. Basically, a social network
can be represented in a three-tuple format G = (U, R, A), where U = {u1, u2, . . . , un} is the
set of n users; R = {(ui, uj)|ui, uj ∈ U} represents the set of relations among users, e.g.,
friendships on Facebook; and A = {au1 , au2 , . . . , aun} is the set of users’ text attributes, e.g.,
name, affiliation, and education experiences. Each text attribute of a user is represented
as a key–value pair, denoted by p = 〈key : value〉. The relationships among users are
considered undirected in this paper.

Definition 1. Multi-type attributes: Let G = (U, R, A) be a social network with a set of text
attributes A. Each user has multiple attributes, denoted by aui = {p1, p2, . . . , pm}. If ∃pj, pk ∈ aui ,
pj = 〈keyj : valuej〉, pk = 〈keyk : valuek〉, and valuej and valuek are different in terms of text
composition, then aui is called the multi-type attributes for the user ui.

A concrete example of multi-type attributes is as follows. A user registers their
name “Michael” on a social network. Then, he has the attribute p = 〈name:Michael〉,
where “name“ is the key (type) of the attribute, and “Michael” is the attribute value. The
user may also have other attributes of different types, such as nickname, age, affiliations,
etc. We suppose that Michael filled out the following information on a social media
platform: p1 = 〈name:Michael〉, p2 = 〈nickname:Colorful-peak〉, p3 = 〈age:28〉, and
p4 = 〈affiliation:Byerly Hall, 8 Garden Street, Cambridge〉. That is to say, he has the
multi-type attributes aui = {p1, p2, p3, p4}.

Definition 2. Word granularity factor: Let V be a vocabulary set composed of all words in a
certain language. Given a piece of text T consisting of basic tokens (e.g., words, letters, numbers,
and other symbols) in that language, the word granularity factor ω(T) is the proportion of the count
number of word tokens to that of all basic tokens in T, defined as:

ω(T) =
|V| ∩ | f (T)|
| f (T)| , (1)

where f (·) is a tokenization function that splits texts into basic tokens.

Table 1 gives some examples of calculating the word granularity factors. We take
the first sample to illustrate the calculation. T = “♣Joshi♣” is a piece of text that
composed of a word “Joshi” and two same symbols “♣”. Hence, we have the basic
tokens f (T) = {♣, Joshi,♣} and the word token Joshi. The word granularity factor can be
obtained according to ω(T) = (1/3) = 0.33.

Table 1. Examples of the word granularity factor

Sample Texts Basic Tokens ω

♣Joshi♣ ♣, Joshi, ♣ 0.33
Joshi0001 Joshi, 0001 0.50

University of Florida University, of, Florida 1.00
A hierarchical three way interconnect
architecture for hexagonal processors

A, hierarchical, three, way, interconnect,
architecture, for, hexagonal, processors 1.00
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This paper considers such a scenario: some users are involved in two different social
networks which form the anchor links across the networks. The source network is denoted
as GX = (UX , RX , AX), the target as GY = (UY, RY, AY), and vice versa. This investigation
intends to identify, if any, the counterpart in GY (or GX) for each user in GX (or GY). The
UA problem can be formalized as follows.

Definition 3. User alignment: given two arbitrary social networks GX and GY and a few pre-
aligned user pairs P = {(ui, uj)|ui ∈ UX , uj ∈ UY}, user alignment (UA) aims to find the other
hidden aligned user pairs Q = {(ui, uj)|ui ∈ UX , uj ∈ UY, (ui, uj) /∈ P}, where ui and uj belong
to a same natural person.

4. Methodology
4.1. Overview

This section details the method of Joint embedding of Attributes and Relations for
User Alignment (JARUA), which includes three components: multi-granularity attribute
embedding, attention-based structure embedding, and iterative training process. First, all
text attributes of users are automatically divided into two granularities: the subword level
and the word level. Simple and intuitive multi-layer perceptrons (MLPs) are then designed
to extract attribute features of each granularity level. Second, a GAT approach is employed
to capture users’ structural characteristics, and the attribute and structure features are
combined to achieve the embeddings of users, based on which a unified objective function
is designed for optimization. Third, a large number of unlabeled samples is utilized
because of the expected difficulty in obtaining adequate labeled data on the UA problem.
We outline an iterative training algorithm to bootstrap the model performances using the
unlabeled samples. Finally, each source user’s alignment can be found by searching the
nearest neighbors in the target network. Figure 2 depicts the overall framework of our
proposed approach. The following parts of this paper focus on the elaboration of the
multi-granularity attribute embedding, the attention-based structure embedding, and the
iterative training algorithm.

(2) Multi-granularity Attribute Embedding

Word-level
attributes

(1) Attention-based Structure Embedding

Relations
Attributes

Network GX

Network GY
Granularity 
recognition

(3) Iterative Training

Aligned user pairs

Objective 
function +

-
+

Predicted 
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𝑠𝑠𝑠𝑠𝑤𝑤𝑠𝑠𝑐𝑐

Figure 2. The overview of JARUA framework.

4.2. Multi-Granularity Attribute Embedding

Granular computing (GrC) is an emerging information processing paradigm for solv-
ing complex problems. The concept of granularity is known as the degree of abstraction
or detail. In NLP, the text granularity can be divided into many levels, such as character
level, word level, sentence level, paragraph level, etc. The great majority of UA literature
involving text is based on one single text granularity. Besides, the length of attribute texts
has a large span. The shorter texts have only a few characters (e.g., 〈nickname:†Joe† 〉),
while the longer texts may comprise several pages. However, configuring more massive
granularity levels may fail to process shorter texts. A classic example of the excessive
granularity size selection is that the sentence level is difficult to work on with nicknames.
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This paper only considers the subword-level and word-level granularities. The rest of the
section begins with an analysis of how to recognize the granularity level of an attribute
type. Then, we introduce the embedding methods corresponding to each granularity level.

4.2.1. Attribute Granularity Recognition

In order to determine whether a text belongs to the subword level or the word level,
we define an indicator function I(·) as:

I(x) =

{
1, if ω(x) > β,
0, otherwise.

(2)

In the above function, β ∈ [0, 1] is a parameter denoting the preference for a certain
granularity level of the texts. In this paper, we empirically set β = 0.8. This function
means that if some text’s word granularity factor is bigger than β, the text is treated at
the word-level granularity. We can observe that the text “University of Florida” shown in
Table 1 belongs to the word-level granularity, as its word granularity factor equals 1.

For a social network with multi-type attributes, we aim to recognize the granularity
level to which an attribute type belongs. Formally, for each attribute type k, we first perform
random sampling and obtain a set U′ = {u1, u2, . . . , uS} ⊂ U of S users. Their attribute
values are combined to form the set T′ of a piece of new text as:

T′ = g(k) =
{

valuej|keyj = k, pj ∈ aui , ui ∈ U′
}

(3)

Then, we define another indicator function I′(·) to determine the granularity level of
the attribute type k.

I′(k) =
{

1, if I(g(k)) = 1,
0, otherwise.

(4)

If the values of an attribute type k are word-level granular, then the function I′(·) will
recognize the type as the word-level attribute.

The above definitions support the description of user ui’s subword-level and word-
level attributes, which can be represented as ac

ui
= {pj = 〈keyj : valuej〉|I′(keyj) = 0} and

aw
ui

= {pj = 〈keyj : valuej〉|I′(keyj) = 1}, respectively. Correspondingly, the subword-
level and word-level attribute values of user ui can be described by vc

ui
= {valuej|pj ∈

ac
ui

, I′(keyj) = 1} and vw
ui
= {valuej|pj ∈ aw

ui
, I′(keyj) = 0}, respectively.

4.2.2. Subword-Level Attribute Embedding

This part examines how to extract subword-level attribute features. First, each user’s
subword-level attribute value vc

ui
is tokenized into a set of basic tokens, including letters,

numbers, special symbols (e.g., “♣” and “†”) and q-grams [46] (i.e., several characters that
frequently occur together, e.g., “th” and “ing”). Then, we count the total number of each
basic token. As a result, the subword-level attribute value of a user ui can be represented
by a bag-of-word vector

−→
vc

ui
∈ R1×N as:

−→
vc

ui
=
[
counti

1, counti
2, . . . , counti

t, . . . , counti
N

]
(5)

where counti
t is the count number of the token t in vc

ui
, and N represents the number of

unique tokens in all subword-level attribute values. Consequently, the vectorization of set
Vc = {vc

u1
, vc

u2
, . . . , vc

ui
, . . . , vc

un} with n users of a social network can be represented as the

matrix form, denoted by Hc = [
−→
vc

u1
,
−→
vc

u2
, . . . ,

−→
vc

ui
, . . .
−→
vc

un ]
T . In this section, the truncated SVD

algorithm [47] is applied to implement the dimensionality reduction of Hc. This method is
particularly useful for studying sparse matrices efficiently because it does not center the
data before computing the singular value decomposition. As a result, Hc is represented by
the subword-level feature matrix H′c ∈ R|U|×dc with dc dimensions.
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The main goal of feature vectorization is to project two target alignment networks
into a common embedding space. There are relatively short distances between the users
of aligned pairs. We adopt a three-layer MLP f1 to realize the transformation. The MLP
output is the subword-level attribute features of a user ui, which is represented as hchar

ui
.

ReLU is used as the activation function. Dropout and batch normalization are also utilized
to assist the model training. The objective function will be introduced in Section 4.4.

4.2.3. Word-Level Attribute Embedding

The word-level attribute features of users are learned in a similar way. First of all, each
user’s word-level attribute value vw

ui
is tokenized into a set of unique words. Then, the

value vw
ui

can be represented as a bag-of-word vector
−→
vw

ui
∈ R1×M:

−→
vw

ui
=
[
counti

1, counti
2, . . . , counti

w, . . . , counti
M

]
(6)

where counti
w is the count number of the word w in vw

ui
, andM is the size of the vocabulary.

The vectorization analysis of total n users Vc = {vw
u1

, vw
u2

, . . . , vw
ui

, . . . , vw
un} in a social

network can be obtained as the vector form: Hw = [
−→
vw

u1
,
−→
vw

u2
, . . . ,

−→
vw

ui
, . . . ,

−→
vw

un ]
T . We also

apply dimensionality reduction on Hw to obtain the word-level feature matrix H′w ∈
R|U|×dw with dw dimensions. On top of that, a well-designed MLP f2 that has a similar
architecture of f1 is used to implement word-level feature representation. The final MLP
output is considered as the word-level attribute features of a user, which are represented
as hword

ui
.

4.3. Attention-Based Structure Embedding

This section attempts to show the process of network structure embedding that appears
in the model JARUA. The objective is to map the structure information of two target
alignment social networks into a unified vector space, which allows more accurate user
alignment compared with different metric spaces. There is a natural intuition: if two users
have the same structural role, e.g., similar neighborhoods, they are more likely to be the
same person.

The structural characteristics of a social network can be derived from user relations.
Mapping the relations to an embedding vector such that the user pairs with similar struc-
tural roles in different networks are closely located in the embedding space is the core
problem of leveraging social network structure information. We address this problem
with a two-phase operation: extending the input networks’ relations and applying a graph
attention network on the combined network. This study discusses node alignment in the
scene of multiple social networks. There can be various types of user relationships between
users in social networks, e.g., friend, hostility, following fans, and participation. Some
of them are directed and partly undirected. Hence, we simply ignore the direction of a
directed relation, i.e., relation (ui, uj) is equivalent to (uj, ui), for generality.

4.3.1. Relation Extension

Some actual relations in a social network may not be observed because they are not
explicitly built or obtained by the crawlers. The lack of a sufficient number of social relations
on UA issues can lead to an inefficient model. Typically, two related social networks have a
small number of distinctly aligned nodes that are called pre-aligned users. The existing
pre-aligned user pairs have contributed to the relation extension. This section describes the
extension of the user relations between networks through pre-aligned user pairs.

Suppose that there are a couple of pre-aligned users from target networks GX and
GY. If a user has a connection edge in network GY, the corresponding user in network GX

should also have this edge. Based on such an observation, we add a relation to a user in
network GX if their counterpart in network GY has this relation. Formally, given networks
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GX and GY with a set of pre-aligned pairs P, the extended relation set R̃X of GX can be
estimated by:

R̃X = RX ∪
{
(uX

i , uX
j )|(uY

i , uY
j ) ∈ RY, (uX

i , uX
j ) /∈ RX , (uX

i , uY
i ) ∈ P, (uX

j , uY
j ) ∈ P

}
(7)

Similarly, the relation set of the target network GY is extended into R̃Y.

4.3.2. Graph Attention Network

GAT has been proven to be successful in many tasks in natural language processing
and image processing. This study introduces the mechanism of GAT to learn alignment-
oriented embeddings for linking social networks. The aim of GAT is to calculate each
user’s hidden representations in two networks by their user neighbors. GAT follows a
self-attention strategy in its learning process.

First, the embedding hui ∈ R1×ds of each user ui with dimension ds is randomly
initialized. Second, we average the user ui with its neighbors as:

hin
ui
=

1
|Ni|+ 1 ∑

uj∈Ni∪ui

huj (8)

where Ni is the set of ui’s neighboring users. The attention coefficients can be calculated by:

eij =
−→v T

[
hin

ui

∥∥hin
uj

]
(9)

where eij represents the weighted importance of neighboring uj to ui, notation ‖ indicates
the concatenate operation, and −→v ∈ R1×2ds represents the shared attention weight vector.
Following [48], we do not adopt the transformation matrix W for the input feature in
Equation (9), which is different from the original GAT. Third, the adjacent users of ui are
normalized using a softmax function and a LeakyReLU nonlinearity with a negative input
slope of 0.2. Such normalization makes the coefficients between different users easy to
compare, which is calculated as:

αij = So f tmax(eij) =
exp(LeakyReLU(eij))

∑k∈Ni
exp(LeakyReLU(eik))

(10)

A nonlinear function ReLU(·) = max(·, 0) is applied to the combination of participat-
ing neighbors. The operation generates the output features hout

ui
of each user as:

hout
ui

= ReLU

 ∑
uj∈Ni

αijhin
uj

 (11)

This work also adopts the multi-head mechanism to realize a stable training pro-
cess. Specifically, a total of Z independent attention heads execute the transformation of
Equation (11). Consequently, the averaged features yield the following output feature:

hout
ui

= ReLU

 1
Z

Z

∑
z=1

 ∑
uj∈Ni

αz
ijh

in
uj

 (12)

where z is the indicator of an attention head and αz
ij represents the attention coefficient

of the z-th attention head. We further expand the attention mechanism to multi-hop
neighboring level information by attaching more layers, forming a more global-aware
representation of social networks. Let hout(0)

ui , . . . , hout(l)
ui be the output features of user ui
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from 0-th (input features) to l-th layer. The final output features hstruc
ui

of user ui can be
obtained by concatenating all the layers together as:

hstruc
ui

=
[

hout(0)
ui ‖, . . . , ‖hout(l)

ui

]
(13)

4.4. User Alignment

As described in the previous sections, we obtain the attribute features and the struc-
tural features of two target social networks. This section combines them to form a more
substantial representation of each user as:

h∗ui
=
[

hchar
ui
‖hword

ui
‖hstruc

ui

]
(14)

UA issues can be solved by merely comparing the similarity between two users’
combined features in a joint vector space. The objective model can find the potentially
aligned user pairs from a network by searching for the counterpart network’s user’s nearest
neighbors. This paper adopts Manhattan distance as the similarity measure of users. The
similarity between ui ∈ GX and uj ∈ GY of two networks in the joint vector space is
calculated by:

sim(uX
i , uY

j ) =
∣∣∣h∗Xui

− h∗Yuj

∣∣∣ (15)

All similar users in GY should be calculated using the same method to find the user
ui’s counterpart in GX. The nearest one is chosen as the ui’s equivalent. Then, we adopt
the following margin-based objective function to ensure the balance between positive and
negative samples and guarantee the lower scores for positive ones, i.e.,

L = ∑
(ui ,uj)∈P

{[
sim(ui, uj)− sim(ui − e′j) + γ

]
+
+
[
sim(ui, uj)− sim(e′i − uj) + γ

]
+

}
(16)

where notation [·]+ represents the maximum between the parameter ‘·’ and the number
0, i.e., max(·, 0). The symbol γ is a hyperparameter of the margin. e′i and e′j denote the
negative counterpart of ui and uj, respectively. In this work, all users in the target alignment
network are randomly selected as negative counterparts. Adam [49] is adopted to minimize
the objective function.

4.5. Iterative Training

Iterative training is one of the more practical ways of expanding training data, which
provides a method to maximize the use of labeled data on UA issues. The iterative training
algorithm applied in this study consists of two steps:

(1) Train the model with a set of initially labeled data, i.e., pre-linked user pairs.
(2) Predict the new auto-labeled data iteratively and add them to the next iteration until

no new one can be populated.

The quality of the newly labeled data generated in the iterative training is another
potential problem. We assess the populated data using the following two measures. First,
link users on both sides of a predicted pair should satisfy the nearest neighbor (NN)
constraint [48], i.e., each user is the NN of the other. In most cases, the NN relation between
two users is asymmetrical. In other words, although a user ui in GX is the most similar
to uj in GY, there might be another user in GY that is closer to ui. Therefore, user pairs
are considered newly aligned pairs only if they are mutually nearest neighbors of each
other. Second, the method mentioned above suffers from a limitation. Far-apart user pairs
may still satisfy the NN constraint if there exists no user closer to each other. Because
higher similarity of potential pairs indicates higher prediction precision, we only fill the
user pairs whose similarity is greater than a certain threshold τ into the aligned user pair
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set L. This work takes cosine distance as the similarity measure for iterative training. A
detailed procedure is given in Algorithm 1.

Algorithm 1: Iterative procedure of JARUA.

Input: Two networks to be aligned GX = (UX , RX , AX) and GY = (UY , RY , AY), a set P of
pre-aligned user pairs, U′X ⊆ UX and U′Y ⊆ UY represent candidate user sets that
does not exist in P, respectively.

Output: The updated set P of model pre-aligned user pairs.
1 repeat
2 Reinitialize the model;
3 Train the model based on GX , GY and P;
4 P′ ← φ;
5 for ui ∈ U′X do
6 u′i ← NN(ui, U′Y);
7 if NN(u′i , U′X) = ui and sim(ui, u′i) > τ then
8 P′ ← add

(
(ui, u′i)

)
;

9 U′X ← U′X − ui;
10 U′Y ← U′Y − u′i ;

11 P← P ∪ P′;
12 until P′ = ∅;

Algorithm 1 takes the candidate user sets U′X and U′Y whose elements do not belong
to pre-linked pairs as the input. The algorithm output is the extended pre-linked set
P with more desired links, which terminates when no newly linked user pairs can be
discovered, i.e., P′ ∈ ∅ (line 12 in Algorithm 1). First, it is required to search for the nearest
neighbor member u′i ∈ U′Y of each user ui ∈ U′X by a constraint u′i ← NN(ui, U′Y) (line
6 in Algorithm 1). Second, the algorithm determines whether the new link pair (ui, u′i) is
reasonable or not by the reverse judgment of nearest neighbor NN(u′i, U′X) = ui and the
similarity threshold classification according to parameter τ (line 7 in Algorithm 1). Finally,
all new user pairs that satisfy the linked pair criteria are stored in set P′ for updating the
set P of pre-aligned user pairs (lines 8–11 in Algorithm 1).

5. Experiments

Aiming to answer the above-mentioned three questions, this section mainly conducts
experiments on two real-world datasets introduced in [7] to evaluate our proposed method.
All source codes are publicly available online (https://github.com/ChenBaiyang/JARUA,
accessed on 4 November 2022).

5.1. Data Sets

The data sets include a pair of social networks and another pair of academic coauthor
networks. Their statistics are listed in Table 2.

Table 2. The statistics of our data sets.

Dataset Network #Users #Relations Min.
Degree

Ave.
Degree

Max.
Degree

Ave.
Coeff.

#Aligned
Pairs

Social networks
Weibo 9714 117,218 2 12.1 607 0.112

1397
Douban 9526 120,245 2 12.6 608 0.101

Coauthor networks
DBLP17 9086 51,700 2 5.7 144 0.280

2832
DBLP19 9325 47,775 2 5.1 138 0.322

Social networks : This data set contains two popular Chinese social networks: Weibo
(Sina Weibo) and Douban denoted as WD. Some Douban users have revealed their own
Weibo accounts on their homepages. Thus, these accounts are taken as pre-matched users

https://github.com/ChenBaiyang/JARUA
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for the alignment task. The two social networks enjoy typical social network characteristics,
e.g., approximate power-law degree distribution (Figure 3) and high aggregation coefficient.

Coauthor networks: DBLP is a computer science coauthorship network where two
authors are linked if they have published at least one paper together. Every author on DBLP
is assigned a unique key, which is viewed as the ground truth for UA. DBLP networks also
enjoy social network characteristics of approximate power-law degree distribution (Figure 3)
and high aggregation coefficient.

100 101 102

10 4

10 3

10 2

10 1

(a) Weibo
100 101 102

10 4

10 3

10 2

10 1

(b) Douban
100 101 102

10 4

10 3

10 2

10 1

(c) DBLP17
100 101 102

10 3

10 2

10 1

(d) DBLP19

Figure 3. The degree distributions of our experimental data sets.

5.2. Experimental Settings
5.2.1. Comparison Methods

To comprehensively evaluate the comparative performance of our proposed method,
we selected the following five models as baselines.

• IONE [38]: A semi-supervised method based on network structures, in which users’
relations are represented as input/output context vectors.

• REGAL [13]: An unsupervised network alignment method that incorporates both
network structures and attributes. In this experiment, TF-IDF is utilized to represent
node attributes.

• ABNE [25]: A graph attention-based UA model, which exploits the network structure
by modeling the contribution probabilities in users’ relationships.

• TADW [50]: An attributed network embedding model. In our experiment, an MLP is
employed to map source embeddings to target space for the UA task.

• PALE [22]: A supervised method that adopts structural regularities of networks for
user alignment. Herein, LINE [51] is taken as a substitute network embedding method
for PALE.

• CENALP [52]: An embedding model that jointly performs link prediction and network
alignment using the skip-gram framework. The weight parameter c is fine-tuned from
0.1 to 0.9 with a step size 0.1 for optimal results.

• Grad-Align [53]: A semi-supervised model that gradually predicts aligned node pairs
by node consistency and prior information. The gradual matching function is set to a
base-2 exponential function.

• Grad-Align+ [54]: An extension of Grad-Align that use attribute augmentation
for UA.

Variants of JARUA: In order to study the effectiveness of the model components of
JARUA, we also examine three variants of JARUA, including:

• JARUA-a, which ignores the components of structure embedding. Attributes are
adopted as the only features to perform the UA task.

• JARUA-s, which takes only network structural features for user alignment, ignoring
attribute features.

• JARUA-v, which directly combines the attribute embedding component and structure
embedding component to align users without iterative training.

• JARUA-t, which replaces the multi-granularity attribute embedding module of JARUA
with TF-IDF vectors to represent user attributes.

All comparison models described above can be divided into three experimental control
groups by the features they adopted.
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(1) Structure based: IONE, ABNE, PALE, and JARUA-s.
(2) Attribute based: JARUA-a.
(3) Combination of structure and attributes: REGAL, TADW, CENALP, Grad-Align,

Grad-Align+, JARUA-v, JARUA-t, and JARUA.

5.2.2. Evaluation Metric

Following [23,42,43], we select Hit-Precision, a popular evaluation metric for the UA
task, to evaluate the comparison methods. Hit-Precision computes the top-k candidates in
the target network for users in the source network, defined as:

Hit-Precision =
1
|T | ∑

xi∈T

k− (pos(xi)− 1)
k

(17)

where T is the set of tested user pairs, and pos(xi) returns the rank position of user xi’s
corresponding user in the output list of candidates. We report Hit-Precision scores based
on k = 3 for all the experiments unless otherwise stated.

5.2.3. Implementation Details

Usernames in WD are taken as subword-level attributes, and the Chinese characters
are converted into phonetic alphabets. Locations and posts are treated as word-level
attributes. Similarly, authors’ names in DBLPs are selected as subword-level attributes.
Affiliations and the titles of authors’ publications are treated as word-level attributes. To
evaluate the model’s robustness to noise, this work randomly deletes some attributes with
the probability p = 0.2.

Without loss of generality, the same settings for experimental models on both data sets
are applied unless otherwise stated. The hidden dimensions for subword-level attributes,
word-level attributes, and nodes are the same as D = dc = dw = ds = 100. The margin
parameter γ, attention heads Z, GAT layer’s depth l and learning rate of Adam are set as
3, 2, 3, and 0.005, respectively. We empirically set all the dropout rates to 0.3 except the
attribute embedding component on DBLP, which is set to 0.5. The main reason for this is
that we found it much easier to obtain over-fitting. In the iterative training process, the
threshold τ is fixed at 0.8. For the comparison models, their parameters are following the
defaults in their paper.

We randomly assigned 30% of the pre-aligned user pairs as training data, while
the remaining 70% was used for testing. Each experiment instance was run ten times
independently and their average scores are considered the final results.

5.3. Experimental Results
5.3.1. Comparative Performances

The methods in our experiment can be divided into three categories. The first group
is purely based on network structure, including IONE, ABNE, PALE, and JARUA-s. The
second group is based on user attributes. Here, we have only JARUA-a. The third group
integrates attributes and network structure, including REGAL, TADW, CENALP, Grad-
Align, Grad-Align+, JARUA-v, JARUA-t, and JARUA. Table 3 summarizes the overall
experimental performances.

All four methods in the first group perform better on DBLP than on WD. The reason
for this is that the WD structure information is highly noisy and incomplete, and thus
cannot provide effective information for recognizing users. For example, INOE enjoys
higher Hit-Precision (k = 3) by 33.4% and ABNE by 33.8%. The variant model JARUA-s
beat the other three models by at least 11.2% on DBLP and 8.4% on WD, demonstrating the
superiority of JARUA in capturing the characteristics of the network structure.
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Table 3. Hit-Precision scores of all comparison methods.

Method
Weibo-Douban DBLP17-DBLP19

k = 1 k = 3 k = 5 k = 1 k = 3 k = 5
IONE 0.022 0.033 0.042 0.282 0.367 0.418
PALE 0.012 0.021 0.029 0.062 0.104 0.136
ABNE 0.089 0.113 0.128 0.362 0.451 0.502

REGAL 0.016 0.030 0.041 0.411 0.436 0.452
TADW 0.004 0.006 0.008 0.241 0.337 0.398

CENALP 0.076 0.076 0.076 0.175 0.175 0.176
Grad-Align 0.300 0.316 0.329 0.306 0.335 0.353

Grad-Align+ 0.299 0.302 0.305 0.288 0.304 0.316
JARUA-s 0.156 0.197 0.220 0.467 0.563 0.615
JARUA-a 0.368 0.401 0.419 0.696 0.723 0.738
JARUA-v 0.383 0.418 0.436 0.740 0.767 0.782
JARUA-t 0.159 0.196 0.221 0.785 0.812 0.829
JARUA 0.416 0.448 0.464 0.821 0.845 0.858

JARUA-a in the second group achieves Hit-Precision scores of 0.401 and 0.723 on WD
and DBLP, respectively. The latter is significantly higher than the former. This result is
because the latter’s attributes are much richer and cleaner, while the attributes on WD,
especially users’ blogs and posts, fluctuate greatly in the content, number of posts, and
publishing frequency. Besides, it can be observed that JARUA-a performs significantly
better than the structure-based models. Its score beats other baselines in the first group by
at least 29.8% and 27.2% on WD and DBLP, respectively. This is mainly the result of the
plentiful attribute information of the data sets.

In the third group, the methods can incorporate both attribute and structure infor-
mation for UA. JARUA-v performs considerably better than the other five comparison
methods, e.g., 10.2% higher than Grad-Align on WD and 33.1% higher than REGAL on
DBLP. This is attributed to the differentiation and utilization of multi-type user attributes.
Although the others can make use of attributes, they do not distinguish different attribute
types. Username plays the strongest role among all attributes on WD, while other attributes
(location and posts) are fairly diverse and noisy. Thus, subword-level attributes dominate
the model performance.

5.3.2. The Effect of Training Proportions

This section evaluates the model performances concerning the proportion of training
data. We set the training proportion to vary from 10% to 50% with a step size of 10%.
Figure 4a illustrates the change of Hit-Precision of JARUA on social networks. The pre-
sented results are improved with the increase in proportion, following our expectations.
JARUA outperforms all comparison methods when the training proportion is less than
50%, while Grad-Align and Grad-Align+ achieve the best scores when training data are
50%. So, the proposed method enjoys higher performances in semi-supervised scenarios.

Figure 4b depicts the performances of JARUA on coauthor networks. With the increas-
ing training proportion, all methods (except REGAL) present similar upward trend curves.
ABNE and IONE increase faster than JARUA-s, TADW, and PALE. However, JARUA
achieves the best final results, e.g., JARUA beats ABNE and IONE by 21.8% and 28.9%.
We can also recognize that JARUA performed encouragingly when using a small number
of pre-aligned users as training data. For example, when the training proportion is 10%,
JARUA scores 42.0% and 81.8% in terms of Hit-Precision on WD and DBLPs, respectively.
Therefore, JARUA is expected to be well adapted to annotate constrained scenarios.
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Figure 4. Hit-Precision performances with respect to the training proportion on (a) social networks,
(b) coauthor networks.

5.3.3. The Contribution of Model Components

As demonstrated in Figure 4a,b, JARUA constantly outperforms all four variants
across all training proportions. Here, we take a 30% training proportion as an example
to discuss the contributions of JARUA components. Figure 5 shows the performances
of the variants of JARUA. Clearly, JARUA performs better than JARUA-s by 25.1% on
WD and 28.2% on DBLP, which can be attributed to incorporating attributes information.
JARUA beats JARUA-a by 4.7% on WD and 12.2% on DBLP, suggesting that utilizing
network structural information benefits the UA tasks. However, this effect is not so
strong as attribute information in our data sets. Thus, JARUA is quite promising when
attribute information is sufficient. It is found that JARUA achieves Hit-Precision values
3.0% higher than JARUA-v on WD and 7.8% higher on DBLP. This suggests that the
iterative training algorithm significantly improves the model performances. Moreover,
JARUA beats JARUA-t by 25.6% on WD and 3.3% on DBLP. This demonstrates that the
proposed multi-granularity attribute embedding performs well in modeling multi-type
text attributes.
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Figure 5. Hit-Precision scores of JARUA’s variants on (a) social networks, (b) coauthor networks.

5.3.4. Parameter Analysis

This section studies the parameter sensitivity of our methods on four primary hyper-
parameters: (1) the number of attention heads Z, (2) GAT layer’s depth l, (3) the margin
parameter γ of the objective function, and (4) the feature dimension D. We adjust the former
three parameters by increasing from 1 to 4, and the feature dimension D changes from 50
to 200 with a step size of 50. Starting with the default setting stated in Section 5.2, we only
change one hyperparameter value each time. The experiments are carried out on both data
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sets, and the results are listed in Table 4. The proposed approach constantly maintains a
stable performance with the changes of all the hyperparameters, which implies that our
method is robust to hyperparameter tuning.

Table 4. Parameter sensitivity experiment results.

Parameters
Weibo-Douban DBLP17-DBLP19

k = 1 k = 3 k = 5 k = 1 k = 3 k = 5
Z = 1 0.385 0.418 0.436 0.743 0.770 0.785
Z = 2 0.383 0.418 0.436 0.740 0.767 0.782
Z = 3 0.385 0.417 0.435 0.739 0.767 0.782
Z = 4 0.384 0.415 0.433 0.740 0.769 0.783
Range 0.002 0.003 0.004 0.004 0.003 0.003
l = 1 0.387 0.419 0.437 0.732 0.762 0.777
l = 2 0.389 0.419 0.436 0.743 0.770 0.784
l = 3 0.383 0.418 0.436 0.740 0.767 0.782
l = 4 0.382 0.414 0.432 0.741 0.767 0.782

Range 0.007 0.005 0.005 0.011 0.008 0.008
γ = 1 0.382 0.412 0.429 0.712 0.740 0.756
γ = 2 0.381 0.415 0.433 0.727 0.755 0.771
γ = 3 0.383 0.418 0.436 0.740 0.767 0.782
γ = 4 0.387 0.419 0.438 0.750 0.777 0.791
Range 0.006 0.007 0.009 0.038 0.037 0.036
D = 50 0.384 0.414 0.431 0.734 0.770 0.789

D = 100 0.383 0.418 0.436 0.740 0.767 0.782
D = 150 0.375 0.411 0.430 0.731 0.757 0.770
D = 200 0.369 0.400 0.417 0.719 0.742 0.755
Range 0.015 0.018 0.019 0.021 0.027 0.034

5.3.5. Discussions

User attributes of social networks play a significant role in detecting linked user
pairs in the UA problem when pre-labeled user text data are sufficient. The attribute
data with different types may lead to model performance differences that can not be
ignored. UA tasks are not sensitive to a purely network-structured approach because the
structure samples, e.g., friend relationships and comments, are usually implicit or partially
fabricated. However, the network structure information can be utilized as compensation to
improve the accuracy of attribute models. Affirming the balance of feature combination
between user attributes and network structures is an excellent method to enhance UA
model performance.

The UA models’ accuracy is limited by the percentage of pre-aligned (labeled) user
pairs that appear across the networks. Proposing unlabeled data mining opinions to enlarge
the labeled data set is a playful process to improve the model’s performance. Making full
use of unlabeled data remains a potential direction in UA issues.

6. Conclusions and Future Work

This paper studies the UA problem and proposes a novel embedding-based model,
JARUA, which incorporates attributes and structure features into a unified vector space.
JARUA first captures the characteristics of multi-type attributes through multi-granularity
attribute embedding. Then, the proposed model adopts a GAT to embed the network
structure. A unified objective function optimizes the attribute embedding component
and structure embedding component. Finally, JARUA utilizes unlabeled data with an
iterative training algorithm with quality filters. The experimental analysis demonstrates
that: (1) leveraging both features of multi-type user attributes and network structure
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can significantly improve UA performance; (2) the iterative training algorithm devel-
oped in JARUA significantly improves model performances; (3) JARUA is expected to be
well adapted to annotating constrained scenarios; (4) the proposed approach is robust to
hyperparameter tuning.

The insights into model construction gained from this study may be of assistance to
cross-network user profile and network integration. Our future work seeks to extend the
ideas of JARUA to other promising applications, such as link prediction, cross-network
information diffusing, and network dynamics analysis.
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