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Abstract: Prioritized experience replay (PER) is an important technique in deep reinforcement
learning (DRL). It improves the sampling efficiency of data in various DRL algorithms and achieves
great performance. PER uses temporal difference error (TD-error) to measure the value of experiences
and adjusts the sampling probability of experiences. Although PER can sample valuable experiences
according to the TD-error, freshness is also an important character of experiences. It implicitly reflects
the potential value of experiences. Fresh experiences are produced by virtue of the current networks
and they are more valuable for updating the current network parameters than the past. The sampling
of fresh experiences to train the neural networks can increase the learning speed of the agent, but few
algorithms can perform this job efficiently. To solve this issue, a novel experience replay method is
proposed in this paper. We first define that the experience freshness is negatively correlated with the
number of replays. A new hyper-parameter, the freshness discounted factor µ, is introduced in PER
to measure the experience freshness. Further, a novel experience replacement strategy in the replay
buffer is proposed to increase the experience replacement efficiency. In our method, the sampling
probability of fresh experiences is increased by raising its priority properly. So the algorithm is
more likely to choose fresh experiences to train the neural networks during the learning process.
We evaluated this method in both discrete control tasks and continuous control tasks via OpenAI
Gym. The experimental results show that our method achieves better performance in both modes
of operation.

Keywords: reinforcement learning; prioritized experience replay; experience freshness; deep Q-networks;
deep deterministic policy gradient

1. Introduction

Deep reinforcement learning (DRL) enables resolution of the complicated decision-
making tasks due to the combination of reinforcement learning (RL) and deep learning
(DL). The idea of DRL is derived from behavioural psychology, which is mainly opted
for most appropriate behavior in a given environment. For instance, Sutton defines RL
as finding the best matches between the states and actions by trial-and-error in order
to obtain the maximum of long-term cumulative rewards [1]. So far, DRL has already
acquired remarkable achievements in AlphaGo [2], Atari games [3], Robotics [4–6], etc.,
because of the powerful self-learning capability. With the advent of artificial intelligent,
DRL also has been applied in many different fields: finance [7–9], healthcare [10,11] and
smart grid [12–14].

In standard RL algorithms [15,16], the experiences for updating the internal beliefs are
discarded immediately, which in turn reduces both data usage and computation efficiency.
In this case, experience replay (ER) [17] stores the experiences in a memory buffer of certain
size to address this problem precisely; the agent interacts with the environment, and the
experiences can be retrieved into the buffer. After the buffer is full, the latest experience
takes the place of the oldest one. At each step, a random batch of experiences is sampled
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from the buffer to update the parameters of the agent. The application of ER can break the
temporal correlations of data, thereby the data usage efficiency increases. On account of
the great benefit of ER, it is widely used in all kinds of DRL algorithms [18].

Typical model-free DRL algorithms, such as deep Q-learning [18–21], policy gradient
[22–24], deterministic policy gradient [25,26], distributional RL [27,28], etc., have been
drawing attention. Of these, deep Q-networks (DQN) [18] utilizes the neural networks
to approximate action-value function Q(s, a). It has the advantage of learning control
policies from high-dimensional input and can obtain human comparable performance in
Atari games. Following the success, many variants of DQN have been invented to the
appeared problems in DQN. For instance, double DQN [19], which is devoid of additional
networks or parameters, can effectively address the problem e.g., the action-value function
Q(s, a) is highly overestimated in Q-learning. Dueling DQN [20] decouples value and
advantage in DQN through dueling architecture, which eases the ability to learn state-value
function V(s) more efficiently. The aforementioned algorithms can only be applied in
discrete control tasks, however, most physical control tasks have continuous action spaces.
Recently, many algorithms have been proposed to deal with this issue. Deep Deterministic
Policy Gradient (DDPG) [25], which uses deep function approximators, can learn policies
in continuous action spaces. Twin Delayed Deep Deterministic policy gradient (TD3) [26]
builds on double Q-learning. It takes the minimum value between a pair of critics to limit
overestimation and propose delaying policy updates to reduce per-update error. TD3
greatly improves both the learning speed and performance of DDPG.

Moreover, the application scenarios of DRL have been becoming more complex; the
traditional ER algorithm is not efficient due to uniform sampling. The experiences sampled
from the replay buffer are of great significance to improve the efficiency of DRL algorithms,
as the action-value function Q(s, a) is directly learned from the samples. The experiences are
feedback of the environment to the agent, which inform the agent whether the current action
is good or not. So, it is crucial to find an efficient way to sample the experiences. Prioritized
Experience Replay (PER) [29] is proposed to assign the experiences priority according
to the absolute value of temporal difference error (TD-error), where a larger absolute
TD-error denotes higher priority. Hence, the agent is more likely to replay important
experiences instead of uniformly choosing experiences from the replay buffer. In addition,
Combined Experience Replay (CER) [30] is a modification of PER. It considers the freshness
of experiences and always puts the latest experience into the mini-batch to train the neural
network. Of note, fresh experiences are produced by virtue of the current networks i.e.,
they are more valuable for updating current network parameters than the past. In other
words, the learning speed of the agent can increase as long as the sampled experiences are
fresh enough. Unfortunately, this fact has been neglected by the community for a long time.

In light of the above-mentioned issues, this paper focuses on the freshness of all
experiences in the replay buffer instead of the latest one. Our objective is to figure out
how the experience freshness affects the learning process of DRL. To be more concrete, a
freshness discounted factor µ is introduced for the process of calculating the experience
priority. This method can decrease the priority of past experiences by recording the replay
times of experiences. Therefore, the sampling probability of fresh experiences can enhance
indirectly. The major contributions of this paper are summarized as follows:

• Evaluation of Freshness. A freshness discounted factor µ is introduced evaluate the
freshness of each experience during the calculation of the priority of each experience.
The constraint of µ increases sampling probability of the fresher experience. We refer to
this method as freshness prioritized experience replay (FPER) in the rest of this paper.

• Lifetime Pointer. In order to make the learning process more stable and to accelerate
the convergence process, a lifetime pointer scheme is proposed. The pointer always
points to the position of the experience with the lowest absolute TD-error. When
the latest experience enters the buffer, it overwrites on the position pointed by the
lifetime pointer. It prolongs the lifetime of valuable experiences, reduces the lifetime
of worthless experiences, and further breaks the data correlation.
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The mentioned FPER is not a complete DRL algorithm; it should be combined with
other algorithms to form a complete learning system. In the experiments, we consider the
combination of FPER with Dueling DQN and DDPG separately to validate its superiority
in both discrete control tasks(e.g., CartPole-v1, LunarLander-v2) and continuous control
tasks(e.g., HalfCheetah-v1, Ant-v1).

2. Related Work

PER is an important technique in DRL algorithms. In this section, we summarize some
excellent papers about PER, which can distinguish improvements to PER from different
perspectives. Results show that the reported contributions are very meaningful.

Based on the theoretical study on the influence of the size of the replay buffer by
Liu et al. [31], Zhang and Sutton [30] propose CER to remedy the negative influence of a
large replay buffer. As mentioned above, CER always puts the latest experience to the mini-
batch and can learn the latest information and converge faster in case of large replay buffer.
In other words, fresh information is more valuable. CER makes full use of this information
to speed up the learning process. However, the improvement of one experience is limited
while the complexity of the environment and the volume of mini-batch increase. On the
other hand, CER’s performance restricts further if the replay buffer size is set properly [30].
This is clarified in Section 5.

Hou et al. [32] extend the application of PER from discrete control tasks to continuous
control tasks. They combine DDPG with PER and point out that this practice can signifi-
cantly reduce the training time of the network, improve the stability of the learning process,
and strengthen the robustness of the model.

Based on this extension, Shen et al. [33] propose a classification mechanism (CLA)
as an addition to PER. CLA contains a segmentation mechanism and a classification-
swap mechanism. These mechanisms can swap the positions of two experiences in the
same segment to preserve the experience with high absolute TD-error and can change the
lifetimes of experiences in the buffer. However, CLA contains noticeable shortcomings.
Although the swap procedure only costs O(1) computations, the sorting procedure in the
segmentation mechanism still costs O(n2) or O(nlogn) computations. These additional
computations could decrease the convergence rate. Moreover, the experiences in the same
segment are similar due to their similar TD-errors, resulting in inefficient swap procedure.
Intuitively, an experience with a low absolute TD-error should be replaced by an experience
with high absolute TD-error.

3. Methodology
3.1. Dueling DQN and DDPG

In RL, the interaction process between the agent and environment is usually formulated as
a Markov Decision Process (MDP). MDP is defined as a four-element tuple(S, A, R, P), where
S—state space, A—action space, R—reward function, and P—transition probability. The
goal of RL is to learn the optimal policy π∗ which defines the agent’s behaviour and to
maximize the discounted accumulative reward. The discounted accumulative reward
function Gt is given as:

Gt = Rt + γRt+1 + γ2Rt+2 + . . . =
∞

∑
k=0

γkRt+k, (1)

where γ is the discounted factor determining the priority of short-term reward, and t is the
time step.

The action-value function Qπ(s, a) represents the expected reward after taking an
action a in state s and following policy π:

Qπ(s, a) = Eπ [Gt | St = s, At = a] = Eπ

[
∞

∑
k=0

γkRt+k | St = s, At = a

]
. (2)
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According to the Bellman Equation [34], Qπ(s, a) can be expressed as an recur-
sive formulation:

Qπ(s, a) = Eπ [Rt + γQπ(St+1, At+1) | St = s, At = a]. (3)

The action-value function in Dueling DQN [20] is calculated by two parts: value func-
tion V(s) and advantage function A(s, a). Let φ denote the parameters of the convolutional
layers, φ1 and φ2 are the parameters of two streams of fully-connected layers, respectively.
To address the identifiability problem that V and A can not be inferred from Q, we have

Q(s, a; φ, φ1, φ2) = V(s; φ, φ2) +

(
A(s, a; φ, φ1)−

1
|A|∑a′

A(s, a′; φ, φ1)

)
. (4)

Herein, the action space is discrete, Dueling DQN can indirectly achieve the optimal
policy π∗ by searching all the action-value functions, which can be expressed as:

π∗ = arg max
π

Qπ(s, a; φ, φ1, φ2). (5)

DDPG [25] cannot fit to the above approach due to the infinity of action space. It di-
rectly learns the optimal policy π∗. It contains two deep neural networks: the action-value
network Q(s, a, w) and the actor network π(s, v). This two networks are used to approx-
imate the action-value function Q(s, a), as well as the actor function π(s), respectively
where w and v are the network parameters. The action-value network is to minimize the
loss function L(w), which is expressed as:

L(w) =
(

Rt + γQ′
(
St+1, At+1, w′

)
−Q(St, At, w)

)2, (6)

Note: Q′(s, a, w′) is defined as the target network of Q(s, a, w), and the actor network
is updated by following the chain rule from the start distribution J.

∇v J ≈ E
[
∇vQ(s, a, w)|St=sj ,At=π(sj ,v)∇vπ(s, v)|St=sj

]
. (7)

3.2. PER

The predominant idea of PER [29] is to replay more valuable experiences, particularly,
very successful attempts or extremely terrible behaviours. In general, TD-error is used to
evaluate the value of experiences. The TD-error of experience i is defined as:

δi = Ri + γQ
(

Si+1, arg max
Ai+1

Q(Si+1, Ai+1)

)
−Q(Si, Ai). (8)

Experiences with large positive TD-error are more likely to be associated with very
successful attempts, whereas experiences with large negative TD-error represent the awful
trials. Both of them are considered as valuable experiences. Hence, they are given high
priorities in PER. In the proportional version of PER, the priority of experience i is given as:

pi = |δi|+ ε, (9)

where ε is a small positive constant.
The probability of sampling experience i can be evaluated as:

P(i) =
pα

i
∑k pα

k
, (10)

where the exponent α determines the degree of priority.
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In fact, PER introduces bias by changing probability distribution. In order to address
this issue, importance-sampling (IS) weight is used for compensation:

wi =

(
1
N
· 1

P(i)

)β

, (11)

where N is the buffer size, the parameter β corresponds to the degree of correction. Nor-
mally, the weight is further normalized by 1/(maxi wi) for stability reasons.

3.3. Evaluation of Freshness

As long as experiences are stored in the replay buffer, they are possible to be sampled
in the mini-batch. After replaying the experiences, PER updates TD-errors of experiences,
which is a priority adjustment process. According to the mechanism of PER, each experience
can be replayed many times. The process of replaying is equivalent to the process of
extracting information from experiences. For two experiences with roughly the same
updated TD-errors, experience with fewer repetitions has more potential to squeeze out
valuable information, especially if the experience is not replayed. To this end, we introduce
a hyper-parameter µ in PER to improve its performance, i.e., FPER. We define that the
freshness of experiences is negatively correlated with the number of replays. Freshness
decreases with the increase of replay times. FPER gives fresh experiences higher priority,
so fresh experiences can be sampled with higher probability. The priority of experience i in
FPER is expressed as:

pi = µC(i)|δi|+ ε, (12)

where C(i) is the number of times that experience i is replayed, µ is the freshness discounted
factor, which is less than 1 but close to 1.

It is important to note that FPER can locally adjust the priorities of experiences with
approximately the same TD-errors. Meanwhile, it still focuses on valuable experiences with
large absolute TD-errors.

3.4. Lifetime Pointer

Experiences stored in the replay buffer of length N will be replaced after N steps in
PER, indicating that experiences have identical lifetimes due to the cyclic replacement
strategy. It is a rare event when valuable experiences are replaced by new experiences
before learning adequately. It may slow down the convergence rate or make it collapse.

In order to prevent such scenarios, we propose a scheme, which prolongs the lifetime
of valuable experiences by reducing the lifetime of worthless experiences.

As can be seen in Figure 1, a lifetime pointer is introduced for improving the replace-
ment efficiency. It always points to the position where the experience with the lowest
absolute TD-error lies. When the latest experience enters the replay buffer, it will directly
replace the worthless experience. Hence, worthless experiences will be discarded and
valuable experiences will be stored.

It should be clear that the lifetime pointer is not a necessity for FPER if all the parame-
ters are set properly and learning process is good enough.
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Figure 1. Replay buffer with lifetime pointer.

4. Algorithm

In this work, we respectively embed FPER in Dueling DQN and DDPG to evaluate its
performance. Both algorithms follow the corresponding paradigm, which are shown in
Algorithms 1 and 2.

Algorithm 1 Dueling DQN with FPER

1: Input: mini-batch k, learning rate η, replay buffer size N, exponent α, episode M, freshness
discounted factor µ

2: Initialize action-value network Q(s, a, φ), target network Q′(s, a, φ′)
3: Initialize replay memoryH = ∅, count array C, lifetime pointer L, ∆ = 0
4: for episode = 1, M do
5: Observe initial state s1
6: for t = 1, T do
7: Choose at ∼ πφ(st), obtain reward rt and new state st+1
8: Store experience (st, at, rt, st+1) in position L with maximal priority pt = maxi<t pi
9: Reset C(L) = 0

10: if t > N then
11: L points to the position with lowest absolute TD-error
12: for j = 1, k do
13: Sample experience j ∼ P(j) = pα

j / ∑j pα
j

14: Update count array C(j)← C(j) + 1
15: Compute importance-sampling weight wj and TD-error δj

16: Update experience priority pj ← µC(j)
∣∣δj
∣∣+ ε

17: Accumulate weight-change ∆← ∆ + wj · δj · ∇φQ(s, a, φ)
18: end for
19: Update parameters φ← φ + η · ∆, reset ∆ = 0
20: From time to time update target network parameters φ′ ← φ
21: end if
22: end for
23: end for
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Algorithm 2 DDPG with FPER

1: Input: mini-batch k, learning rates η1 and η2, replay buffer size N, exponent α, episode
M, freshness discounted factor µ, updating rate of the target network λ

2: Initialize action-value network Q(s, a, w), actor network π(s, v), target network
Q′(s, a, w′) and π′(s, v′)

3: Initialize replay memoryH = ∅, count array C, lifetime pointer L, ∆ = 0
4: for episode = 1, M do
5: Initialize a random noise process Φ
6: Observe initial state s1
7: for t = 1, T do
8: Add noise Φt in the exploration policy and select action at according to the new

policy
9: Obtain reward rt and new state st+1

10: Store experience (st, at, rt, st+1) in position L with maximal priority pt = maxi<t pi
11: Reset C(L) = 0
12: if t > N then
13: L points to the position with lowest TD-error
14: for j = 1, k do
15: Sample experience j ∼ P(j) = pα

j / ∑j pα
j

16: Update count array C(j)← C(j) + 1
17: Compute importance-sampling weight wj and TD-error δj

18: Update experience priority pj ← µC(j)
∣∣δj
∣∣+ ε

19: end for
20: Minimize the loss function to update action-value network: L = 1

K ∑j wjδ
2
j

21: Compute policy gradient to update the actor network:
∇v J ≈ 1

K ∑j∇vQ(s, a, w)|St=sj ,At=π(sj ,v)∇vπ(s, v)|St=sj

22: From time to time adjust parameters of target network Q′(s, a, w′) and π′(s, v′)
with updating rate λ

23: end if
24: end for
25: end for

5. Experiment
5.1. Discrete Control

Discrete control tasks refer to tasks with discrete action spaces. The number of actions
is countable and one-hot vectors can indicate whether an action is executed [35]. Herein,
we select two Atari games based on OpenAI Gym [36] to evaluate the performance of FPER
in discrete control tasks: LunarLander-v2 and CartPole-v1, shown in Figure 2.

Figure 2. From left to right: LunarLander-v2, CartPole-v1.

In our experiments, two hidden layers are included in the common part of Dueling
DQN. There are 512 and 128 hidden units in the first and second layers respectively. We use
Root Mean Square Propagation (RMSprop) [37] to optimize the neural network parameters
with a learning rate of 5 × 10−4. The discounted factor is set as 0.99. The freshness
discounted factor is set as 0.90. The buffer size is set as 104, and the mini-batch size is
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set as 32. Additionally, dynamic ε-greedy strategy is used to help the agent explore the
environment efficiently. The value of ε is initially set as 1.0, which decreases to 0.1 smoothly
in 20,000 steps.

In order to compare the performance of Algorithm 1, PER and CER are embedded in
Dueling DQN. Moreover, FPER is combined with a lifetime pointer in these two discrete
control tasks to stabilize the learning process. Each task runs the same episodes and is
evaluated after each episode. Each episode reports the average reward over 10 episodes
without exploration strategy. Results are shown over five random seeds of Gym simulator
and the network initialization.

Figure 3a shows the experimental plots of FPER, CER and PER applied in LunarLander-v2.
The rewards of these three approaches are quite different. FPER performs the greatest
reward, and PER obtains the least. Figure 3b depicts the experimental outcomes of FPER,
CER, and PER applied in CartPole-v1. The rewards of CER and PER are almost the same
i.e., CER could not improve the performance of PER in this case. The performance of FPER
is obviously high in reward in the same episode than CER and PER. As shown in Figure 3,
FPER could obtain higher reward and achieve better performance in the same episode than
CER and PER. This shows that fresh experiences are more effective during the learning
process in discrete control tasks.

(a)

(b)

Figure 3. Learning curves in discrete control tasks. The shaded region represents the standard
deviation of the average evaluation over five trials, and the thick line represents the mean of the
average evaluation over five trials. (a) LunarLander-v2. (b) CartPole-v1.

Table 1 lists the implemented time taken by the agent for different algorithms in
different discrete control tasks. Compared to other algorithms, FPER achieves the same
reward with the fewest time steps in different environments. So the learning speed and
learning capacity of FPER are comparatively high than CER and PER.
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Table 1. Implemented time in discrete control tasks.

Algorithm Time Steps

Environment
LunarLander-v2 (Reward = −100) CartPole-v1 (Reward = 300)

FPER 0.75× 104 3.5× 104

CER 2× 104 4× 104

PER 3.5× 104 3.7× 104

5.2. Importance of Freshness

In Equation (12), the hyper-parameter µ illustrates the significance of the freshness
throughout the learning process. As µ approaches to 1, the less attention it gets. In order to
reflect the impact of freshness on the learning process more clearly, we implement several
experiments of different values of µ based on CartPole-v1.

Figure 4 exhibits the effect of different values of µ on CartPole-v1 task. As µ decreases
from 0.99 to 0.90, FPER performs better. It achieves the best performance at 0.90. Further,
as µ decreases from 0.90 to 0.70, the performance is deteriorated, as shown in Figure 4.
This phenomenon can be explained in two parts. If the freshness of experiences is not
recognised enough, the performance of FPER is normally compromised. If freshness of
experiences receives superfluous attention, FPER neglects the effect of TD-error. Hence, it
is a prerequisite to set a proper value of µ to balance both of them in each task.

Figure 4. Effect of different values of µ on CartPole-v1.

5.3. Continuous Control

Continuous control tasks refer to tasks with continuous action spaces i.e., the number
of actions is not defined, but their range can be evaluated. In this paper, two MuJoCo [38]
tasks based on OpenAI Gym are used to evaluate the performance of FPER in continuous
control tasks: HalfCheetah-v1 and Ant-v1, shown in Figure 5.

Figure 5. From left to right: HalfCheetah-v1, Ant-v1.

DDPG is used in continuous control evaluation. Adam [39] is adopted to train the
neural network with a learning rate of 3× 104 for the action-value network and actor
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network. The two networks show similar structure. In our work, there are two hidden
layers in both networks and each layer contains 256 hidden units.The discounted factor is
set as 0.99. The buffer size is set as 104. The mini-batch size is set as 32, and the updating rate
of target network is set as 0.005. Moreover, the freshness discounted factor for HalfCheetah-
v1 is set as 0.98 and set as 0.95 for another. A purely exploratory strategy is used for the
first 10,000 steps. Gaussian noise N (0, 0.1) is added to each action afterwards.

We compare our Algorithm 2 against DDPG with PER. The lifetime pointer is not
combined with FPER in these tasks for reducing surplus computation. Other experimental
settings are the same as those in Section 5.1.

Figure 6a compares the plots of FPER and PER, which are applied in HalfCheetah-v1.
The learning speed of FPER is obviously faster than PER. The reward of FPER almost
increases 100%. Figure 6b depicts the curves of FPER and PER in Ant-v1. Although the
improvement is not so obvious, FPER still outperforms PER. In a nutshell, the results mean
that FPER performs better than PER in continuous control tasks.

(a)

(b)

Figure 6. Learning curves in continuous control tasks. The shaded region represents the standard
deviation of the average evaluation over five trials, and the thick line represents the mean of the
average evaluation over five trials. (a) HalfCheetah-v1. (b) Ant-v1.

Table 2 lists the implemented time taken by the agent for different algorithms in
different continuous control tasks. Notably, FPER can obtain the same reward in the
half of the time steps that PER takes in different environment, demonstrating excellent
learning capacity.
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Table 2. Implemented time in continuous control tasks.

Algorithm Time Steps

Environment
HalfCheetah-v1 (Reward = 500) Ant-v1 (Reward = 500)

FPER 7.5× 104 4.5× 104

PER 15× 104 8.5× 104

6. Discussion

As known, DRL has achieved impressive results in fields such as robotics. David
Silver, a DeepMind researcher in charge of the AlphaGo project, believes “AI = RL + DL”.
It is expected that DRL has a huge development scope in the future, and it will profoundly
affect people’s real life.

Nowadays, DRL is applied to mostly limited static environments and some deter-
ministic environments. Its application in broad practical scenarios is still difficult due
to three main reasons. Firstly, data inefficiency severely limits the application of DRL in
practical scenarios. Even some of the best DRL algorithms out there may be impractical
due to data inefficiency. Secondly, finding an efficient exploration strategy in continuous
high-dimensional action spaces remains challenging. Thirdly, most DRL algorithms are
trained with hyper-parameters tuned for a specific task, and these often fail for novel tasks
or environments.

We resolved the first aforementioned problem through the presented FPER. To im-
prove data efficiency, it is necessary to collect more data or use the currently available data
more effectively. In this paper, FPER can select more valuable data from the replay buffer,
resulting in increasing data efficiency. Therefore, FPER can accelerate the convergence
speed of DRL algorithms, which makes a great contribution to the convergence of DRL
algorithms. Meanwhile, it should be noticed that there are many other factors still limiting
the convergence of DRL e.g., inefficient exploration strategy. So, only FPER cannot guaran-
tee the convergence of DRL. Other useful improvement approaches need to be proposed in
the future.

In conclusion, FPER can drive to be DRL applied to the real world and will truly
change people’s lives.

7. Conclusions

The freshness of experiences implicitly reflects the potential value of experiences.
It can improve the performance of PER by adjusting the priority of the experiences based
on the freshness accurately.

We successfully run FPER to solve the problem of data efficiency in PER. In FPER, the
introduction of a freshness discounted factor µ properly decreases the priority of experience
which has been sampled many times. In this approach, fresh experiences can be replayed
more frequently to improve the learning efficiency of DRL algorithms. We validate the
effectiveness of FPER in both discrete control tasks and continuous control tasks. The
results show that FPER improves both the learning speed and performance of PER in most
environments. Furthermore, we propose a lifetime pointer scheme to increase the efficiency
of experience replacement and to make the learning process more robust. Our modifications
are really simple and can be easily implemented in most algorithms with PER.

Furthermore, the measurement of the experience freshness is not limited. There are
lots of priority formulations representing the experiences freshness is negatively correlated
with the number of replays. Moreover, other factors may affect the experience freshness. A
better approach would theoretically explore more fruitful performance in the future.
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