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Abstract: Over the past few years, personalized recommendation systems aim to address the prob-
lem of information overload to help users achieve useful information and make quick decisions.
Recently, due to the benefits of effective representation learning and no labeled data requirements,
autoencoder-based models have commonly been used in recommendation systems. Nonetheless,
auxiliary information that can effectively enlarge the feature space is always scarce. Moreover, most
existing methods ignore the hidden relations between extended features, which significantly affects
the recommendation accuracy. To handle these problems, we propose a Multi-Feature extension
method via a Semi-AutoEncoder for personalized recommendation (MFSAE). First, we extract auxil-
iary information from DBpedia as feature extensions of items. Second, we leverage the LSI model to
learn hidden relations on top of item features and embed them into low-dimensional feature vectors.
Finally, the resulting feature vectors, combined with the original rating matrix and side information,
are fed into a semi-autoencoder for recommendation prediction. We ran comprehensive experi-
ments on the MovieLens datasets. The results demonstrate the effectiveness of MFSAE compared to
state-of-the-art methods.

Keywords: multi-feature extension; autoencoder; personalized recommendation; collaborative filter-
ing; knowledge graph

1. Introduction

In the past decade, due to the explosive growth of the Internet and the resulting
surge in data, people have easier access to a vast array of online products and multimedia
content. While this growth allows users to have multiple choices, it also makes it difficult
for users to choose their favorite among multiple candidates [1]. Recommendation System
(RS) can effectively help users find valuable information and make decisions quickly to
reduce information overload, which is recently utilized in e-commerce [2], e-learning [3],
and intelligence education [4].

Among all the RS methods, Collaborative Filtering (CF) aims to achieve the feature
representations of users and items and predicts new rating information with the feedback
information. Traditional model-based CF methods commonly use machine learning models
to extract hidden features between users and items and conduct appropriate recommenda-
tion models. Matrix Factorization (MF) models are the most used among these models [5].
However, the latent features learned by MF are generally inefficient, especially when the
rating matrix is highly sparse. Along this line, there has already been some effort in devot-
ing mining and exploiting hidden features of both implicit and explicit feature information
to enhance recommendation accuracy.

Motivated by the application of deep neural network in various fields, including
speech recognition and computer vision [6], deep neural network based recommendation
methods have a profound impact on practical applications due to their stronger latent
feature representation learning capability and flexible model structure. However, the most
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models still rely on considerable labeled data and the training time is prolonged [7]. Au-
toEncoder (AE), a type of artificial neural network, has recently observed a lot of work
performed on top of them. AEs have also been actively used in CF models due to their
superiority in non-labeled data requirements and quick convergence. While autoencoder-
based methods have had some success in predicting the correct items for users—such as in
Yelp, Netflix, or Amazon—significant challenges remain in the face of data sparsity, which
directly affects RS performance. However, some methods have utilized auxiliary informa-
tion for data sparsity [8,9]. However, two major issues still hinder the further development
of these methods. First, the auxiliary information available to users and items for feature
extension is usually limited. Second, most existing methods ignore the hidden relations
between extended features, which significantly affects the recommendation performance.

To address the above issues, we propose a multi-feature extension method via a
semi-autoencoder to improve personalized recommendation performance, called MFSAE.
Considering that Knowledge Graph (KG) can produce reliable semantic retrieval data, we
extract the auxiliary information of items through an open KG, which can be used as an
additional attribute for the recommendation. To be more precise, we first extract the feature
expansion information of items from DBpedia (an open KG based on Wikipedia). Secondly,
we leverage the LSI model based on the Latent Semantic Analysis (LSA) model to learn
hidden relations on top of item features and embed them into low-dimensional feature
vectors. Finally, the resulting feature vectors, combined with the original rating matrix
and side information, are fed into a semi-autoencoder for recommendation prediction.
MFSAE enriches the content of auxiliary information and mines the similarity between
expansion features to improve recommendation performance. Extensive experiments
on two MovieLens datasets validate the effectiveness of MFSAE. Our contributions are
outlined below in brief:

• We propose a novel semi-autoencoder based recommendation method, which in-
troduces an open KG to extend the auxiliary feature information of items, and the
captured information can be used flexibly and conveniently.

• We introduce LSI model to learn hidden relations on top of item features and embed
them into a low-dimensional feature vector, which is combined with the original
rating matrix and item attribute information to feed into a semi-autoencoder for rating
prediction. It can effectively enhance recommendation accuracy.

• We conduct extensive experiments on the MovieLens datasets to demonstrate the
superiority of MFSAE over competing for MF and deep neural network methods.

2. Related Work
2.1. Collaborative Filtering

CF is one of the most critical methods in RSs. CF-based methods find user preferences
by mining historical interaction information between users and items and recommend
potentially interesting items to users. In general, CF methods are divided into memory-
based methods and model-based methods [10]. Memory-based CF aims to compute the
similarity between users and items. This method is widely used due to its efficiency
and ease of implementation. However, as the recommendation system size and data
sparsity increase, the computation of similarity becomes more difficult. To address the
above issues, various model-based CF methods have been proposed, which aim to build
recommendation models based on extracting hidden features between users and items,
such as latent semantic models [11], clustering models [12], MF models [13], etc.

Among various CF methods, MF is commonly used, which maps users and items to
vectors of the same dimension to represent the latent features of the user or item. The classi-
cal MF methods include Singular Value Decomposition (SVD) [14] and Probabilistic Matrix
Factorization (PMF) [15]. Compared with MF, Juan et al. introduced the feature domain
and proposed the field-aware factorization machine model to further enhance the feature
crossover ability [16]. Although the MF-based methods achieves excellent performance in
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RS, it still suffers from the severe cold-start problem, that is, what suggestions should be
given when a new user or item enters the system [17].

Recently, incorporating side information in CF is effective in dealing with the issues
with cold starts and data sparsity [18]. For example, Symeonidis and Malakoudis proposed
a multidimensional MF model using CF to predict course ratings based on external resource
information and make them available for users to reference [19]. Rashed and Grabocka et al.
proposed a Graph features-based Recommendation metohd (GraphRec) to extract generic
graph-based attribute features for both users and items to improve recommendation perfor-
mance [20]. Wang et al. proposed a method for collaborative knowledge-aware attentive
networks that use the KGs to acquire side feature information and analyze potential seman-
tic relationships [21]. To some extent, the aforementioned methods can ease the existing
difficulty, however, how to learn more effective feature representations has influenced the
further development of these methods.

2.2. Deep Learning-Based Recommendation Methods

At present, the existing methods based on deep learning have become effective re-
sources for learning feature representation and provide various methods for improving RS
performance [22]. Deep learning can disentangle the underlying explanatory factors behind
the data and has made remarkable progress in learning effective feature representations for
recommendation [23]. For example, Wei et al. offered two models to solve the incomplete
and complete cold-start problem for new items, which combine CF methods to incorporate
content features into cold-start item rating predictions [24].

With the rapid development of deep learning, various approaches, including Convo-
lutional Neural Networks (CNN), Recurrent Neural Networks (RNN), and AE, have been
extensively utilized in the recommended system [25]. For example, Zhou et al. proposed
an integrated CNN-RNN framework to model and analyze patient-physician-generated
data [26], but the model still relies on considerable labeled data and the training time
is prolonged. In addition, Dau and Salim conducted a comprehensive and systematic
investigation of RS based on deep learning, which revealed that AE is the most widely
used deep learning framework until 2020 [27]. AEs are deep learning architectures for
unsupervised learning that can efficiently recover data from a reduced encoded repre-
sentation to the original input representation [28,29]. Due to the fast convergence rate
and the no label requirement, Sedhain et al. proposed an Autoencoder-based Recommen-
dation system (AutoRec) [30]. It encodes the user or item representation and leverages
the generalization ability of the autoencoder to make recommendations. Along this line,
several variants of autoencoder, such as denoising autoencoder [31], variational autoen-
coder [32], and stacked autoencoder [33] were proposed by later researchers and applied to
recommendation systems.

Along this line, Zhang et al. proposed a Hybrid Collaborative Recommendation model
based on Semi-Autoencoder (HCRSA) [8], which can generate personalized recommen-
dations with auxiliary information and learned nonlinear features of users and items;
the details are shown in Section 3.1. Moreover, Yang et al. proposed a Personalized Recom-
mendation method via KG (PRKG), which obtains single side information through KG [34].
These works are close to ours, but with the following two main differences: (i) Considering
less auxiliary information available, we utilize the KG to obtain more side feature infor-
mation as additional attributes for the recommendation; (ii) since the semi-autoencoder
models ignore the hidden relationships between mining features, we introduce the LSI
model for hidden relationships mining among multiple features, which can be used as a
favorable basis for the recommendation. We also transform the feature information into a
low-dimensional feature vector, which helps to reduce the sparsity of the input model data.
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3. Preliminaries
3.1. AutoEncoder and Semi-AutoEncoder

The AEs are deep learning architectures for unsupervised learning, which is mainly
characterized by learning and representing input information as an objective. Through the
reconstruction of the representation, the model seeks to minimize the discrepancy between
the input and output data [28,29]. Recently, AEs have been frequently used for feature
extraction, anomaly detection, and dimensionality reduction [35].

In light of the AE, Zhang et al. suggested to break the dimensionality restriction of the
output, and the input must be equal [8], which can design the two variants of AE. The input
layer of these variants can be longer/shorter than the output layer. The model shown
in Figure 1b can be properly trained, but it is difficult to give a reasonable interpretation
for these generated entries. The structure of semi-autoencoder is shown in Figure 1a;
compared to traditional autoencoder, semi-autoencoder models make it easier to combine
more features in the input layer, which can learn a better feature representation and mitigate
data sparsity of the rating matrix.

Similar to the autoencoder model, the structure of semi-autoencoder has three layers
as well: input layer x ∈ <S, hidden layer ξ ∈ <H and output layer x′ ∈ <D, where
H < D < S. The network is formulated as (1) and (2):

ξ = f (W · x + b) (1)

x′ = g
(
W ′ · ξ + b′

)
(2)

where W ∈ <H×S, W ′ ∈ <D×H are the weighting matrices, and b ∈ <H , b′ ∈ <D are
the bias vectors. Moreover, the nonlinear activation functions of the encode and decode
layers are represented by f and g, respectively. Unlike the traditional autoencoder model,
the subset sub(x), which is taken from the input x and has the same dimension as the
output x′, is reconstructed by the semi-autoencoder from the input. The objective function
can be formulated as (3):

min
W,W ′ ,b,b′

J =
∥∥sub(x)− x′

∥∥2
(3)

(a) (b)

Figure 1. The two variant structures of AutoEncoder. (a) The input layer is longer than the output
layer. (b) The input layer is shorter than the output layer.

3.2. Knowledge Graph

As a representation of information as a semantic graph, KG has attracted extensive
research both in industry and academia [36]. The KG aims to describe the knowledge and
establish the relationship between various things with a graph model. The KG consists
of nodes and edges. Nodes can be entities, such as a person, a book, etc., or abstract
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concepts, such as artificial intelligence, KGs, etc. Edges can be attributes of entities, such as
names and book titles, or relationships between entities, such as friends and spouses [37].
The users can easily obtain precise information from the KG and also obtain assistance
in understanding the relationships between various items. They have led to significant
possible solutions for numerous tasks, including question answering, personalized recom-
mendation, and information retrieval.

DBpedia (https://www.dbpedia.org/ (accessed on 12 September 2022)) is a crowd-
sourced community that is an early semantic web project and a linked dataset extracted
from Wikipedia. It provides a way to gather, organize, share, search, and use information
while storing knowledge in a machine-readable format. After several years of continuous
evolution, DBpedia now contains 3 billion resource description frameworks, of which
0.58 billion are extracted from the English Wikipedia and 2.46 billion are taken from other
language editions, collected in DBpedia Commons, Wikidata, and other databases. Un-
til 2017, DBpedia has become one of the largest representatives of linked open data, which
is used in URI lookup services, query generators, etc. [34]. In this paper, we introduce DB-
pedia to obtain auxiliary feature information for items and analyze the hidden relationships
between features, which can effectively mitigate data sparsity.

4. Methodology
4.1. Feature Representation Method Based on LSI Model

In traditional feature representation learning algorithms, One-Hot coding is mostly
applied to process discrete feature data. However, when there are numerous types of data,
the generated vectors are highly sparse, which is called “dimension explosion” [38]. Vector
mapping is an effective approach to address this problem, which has the capability of
learning a low-dimensional continuous vector representation of items, and the mapping
results for items with similar actual meanings in the vector space have similar distances.
Vector mapping methods reduce noise and redundant information and preserve structural
information between data. Common vector mapping methods include MF, random walk
algorithms, and deep neural network models. Alternatively, vector mapping methods can
use dense low-dimensional numerical feature vectors to represent high-dimensional sparse
features [39]. This method also supports subsequent network processing tasks, including
node classification [40], node clustering [41], and network visualization [42].

LSA belongs to the topic model, which is constructed by SVD. It relies on a statistical
analysis of a large set of texts to extract the semantics of words hidden in the context from
the analyzed data. Figure 2 depicts the basic structure of the LSA model. First, the text
dataset is analyzed and then the vocabulary text matrix corresponding to the text dataset
is established. The resulting lexical text matrix is then decomposed into singular values
with SVD. The process aims to map the vocabulary and text into the same vector space.
The decomposed matrix is then dimensionally reduced and the processed low-dimensional
data is used to construct the final latent semantic space. Compared to the traditional vector
spaces, the semantic space constructed by the LSA principle has a smaller dimension,
which effectively addresses the negative effects of synonyms and enhances the semantic
relationship between words. LSA is a classic bag-of-words model and neglects word order.
However, the main task of LSA in our method is to implement a vectorized mapping of
the collected item features; the involved item features do not exist sequentially and do not
affect the accuracy of the recommendation results.

In our proposed method, we introduce the LSI model from Gensim (http://pypi
.python.org/pypi/gensim, accessed on 20 September 2022), which is a python library
for automatically extracting semantic topics from documents to complete the vectorized
mapping of features. LSI model first builds a dictionary according to the vocabulary
data set and generates the corresponding bag of words model. It calculates the weight
of words based on Term Frequency-Inverse Document Frequency (TF-IDF) [43]. TF-IDF
refers to the larger the weight, the greater the importance of the word to the document.
Finally, it reduces the dimensionality through the LSA algorithm to filter out word noise.

https://www.dbpedia.org/
http://pypi.python.org/pypi/gensim
http://pypi.python.org/pypi/gensim
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The processed results are used as auxiliary information for the items, which effectively
solves the sparsity problem in the personalized recommendation.

Figure 2. The whole framework of the LSA model.

4.2. MFSAE for Personalized Recommendation

The overall framework and detailed description of MFSAE are illustrated in Figure 3.
Considering that the rating matrix R ∈ <n×m in real-world scenarios is usually extremely
sparse, we introduce the own attributes information of items such as the genres and release
date in the movie datasets, which is denoted as <k1 , and Ai ∈ <k1 denote the attributes
information for item i, AI ∈ <m×k1 is denoted as the attributes information vectors of all m
items. In addition, considering the limitation of extensible feature information, the DBpedia
is introduced to obtain all movie languages as auxiliary information for the model. The LSI
model is introduced to embed language feature information into a low dimensional vector
R ∈ <k2 , where k2 represents the output dimension of LSI model data in the model,
Li ∈ <k2 denote the movie language vector of item i, and we denote LI ∈ <m×k2 as the
language vectors of all m items. MFSAE is first introduced to incorporate the rating vector
Ri, the attributes vector Ai and the extended language features Li. The model’s input can
be formulated as con

(
Ri, Ai, Li):
con
(

Ri, Ai, Li
)

def
= connection o f Ri Ai and Li (4)

The con
(

Ri, Ai, Li) ∈ <n×(m+k1+k2) refers to the connection of RI , AI and LI , where
RI ∈ <n×m represents the rating vectors, AI ∈ <n×k1 represents the attribute information
vectors of all items and LI ∈ <n×k2 represents the language vectors of all items. Then,
the model learns the compressed reconstructed output from the input con

(
RI , AI , LI);

the encoding stage can be formulated as (5):

ξ = f
(

con
(

RI , AI , LI
)
·W + b

)
(5)

where W ∈ <(m+k1+k2)×h is the weight matrix, b ∈ <n×h is bias vector and f is the sigmoid
function for nonlinear activation. The decoding stage can be formulated as (6):

R′ = g
(
ξ ·W ′ + b′

)
= g

(
f
(

con
(

RI , AI , LI
)
·W + b

)
·W ′ + b′

) (6)

where W ′ ∈ <h×m and b′ ∈ <n×m represent the decoding layer’s weight matrix and bias
vector, respectively, and g stands for the identity function for nonlinear activation. Notably,
the Stochastic Gradient Descent (SGD) method is used for model optimization in the semi-
autoencoder. Furthermore, the weight matrix W and W ′ of the `2 norm regularization are
added to the objective function for avoiding overfitting, which can be formulated as (7):

J = ‖W‖2
2 +

∥∥W ′
∥∥2

2 (7)

Similar to the autoencoder, we compute the loss function of the weight matrix of
the encoding and decoding stages, which can enhance the auxiliary information for the
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reconstruction of RI and improve prediction accuracy. Thus, the objective function can be
formulated as (8):

Jitem =
∥∥∥(R′ − RI)

∥∥∥2
+α · J (8)

where α is the trade-off parameter that controls the balance of the regularization terms.
The best recommendation result is obtained by minimizing the error between input R
and output R′. When the model converges, the matrix R′, the output layer of the semi-
autoencoder, is used for prediction. The details of MFSAE are summarized, as follows
Algorithm 1.

Algorithm 1 Multi-feature extension via semi-autoencoder for personalized recommendation

Require: The rating matrix R ∈ <m×n, trade-off parameter α, the dimension of hidden
layers h.

Ensure: The predicated rating matrix R′.
1: Get the original attribute information vector Ai for each item;
2: Apply DBpedia to obtain the language of the movie, and use LSI model to obtain

low-dimensional feature vectors Li for each item;
3: Input the concatenation vectors con

(
RI , AI , LI) of the item’s rating vector RI and

extended information AI , LI into the semi-autoencoder;
4: Initialize W, b and W ′, b′ randomly, respectively;
5: Minimize

∥∥RI − R′
∥∥2

2 with SGD method until convergence;
6: return The predicated rating matrix R′;

Figure 3. The whole framework of the MFSAE.

5. Experiments
5.1. Datasets

In this paper, we conduct experiments using three movie datasets, MovieTweetings
(https://github.com/sidooms/MovieTweetings (accessed on 27 September 2022)) (10 K)
and MovieLens (http://files.grouplens.org/datasets/movielens (accessed on 29 September
2022)) (100 K and 1 M). Each dataset is highly sparse and contains information about users,
movies, movie features, and ratings. Table 1 displays details about the three datasets.

MovieTweetings: This dataset is a collection of movie data from Twitter that has been
widely used over the past decade [44]. Each rating is rated on a scale of 1 to 10, the higher

https://github.com/sidooms/MovieTweetings
http://files.grouplens.org/datasets/movielens
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the rating, the more the user prefers the item. For our experiments, we select a 10 K
snapshot of MovieTweetings and retained only users who rated at least 10 movies.

MovieLens: It is a well-known and frequently used recommendation dataset. Each
user has rated at least 20 movies, with a rating being an integer between 1 and 5. Moreover,
the 1 M dataset is sparser than the 100 K dataset.

Table 1. Details of three datasets.

Dataset #Users #Items Ratings Sparsity% Item Features

MovieTweetings 10 K 123 3096 2233 99.41% Release date; Genres

MovieLens 100 K 943 1682 100,000 93.70% Release date; Genres

MovieLens 1 M 6040 3900 1,000,209 95.74% Release date; Genres

5.2. Compared Methods

To evaluate the performance of MFSAE, we compare it with MF, deep neural networks,
and graph methods. Details of these baseline recommendation methods are listed below:

• SVD++ [14]. SVD++ combines latent factors and neighborhood models into a single
recommendation model by leveraging both explicit and implicit user feedback.

• I-AutoRec [30]. Item-based AutoRec (I-AutoRec) model learns effective feature repre-
sentations of items for recommendation using an autoencoder.

• HCRSA [8]. HCRSA breaks the restriction that the dimensions of the autoencoder’s in-
put and output layers be equal and introduces auxiliary information for representation
learning.

• GraphRec [20]. GraphRec co-embeds users and items into a shared latent space and
utilizes the Laplacian of the user–item interaction graph to extract generic graph-
based attribute features. This model only needs the rating matrix and all attribute
information is extracted from the structure of the graph.

• PRKG [34]. PRKG extracts side information from DBpedia and encodes it into a low-
dimensional representation with an autoencoder and introduces a semi-autoencoder
to fuse the side information for the recommendation.

5.3. Implementation Details

In all experiments, we set the regularization parameter α = 0.05 and the learning rate = 0.001
for all datasets. For all AE-based methods, we choose Identity and Sigmoid as the nonlin-
ear activation functions of the encode and decode layers, respectively. The optimization
method is the Adam method of SGD, epoch = 65, batch size = 300. Notably, in this paper,
all results are acquired by averaging five repetitions of the experiment. Moreover, we also
clearly list the other implementation details of all methods, as follows:

• SVD++: This method is implemented through the Personalized Recommendation
Algorithms (PREA) toolkit [45].

• I-AutoRec: We choose the item-based autoencoder recommendation model and set
the hidden neuron = 500.

• HCRSA: We performed the source code of HCRSA (https://github.com/cheungdav
en/semi-ae-recsys (accessed on 2 October 2022)). The side information includes the
release date and genres of movies.

• GraphRec: We performed the source code of GraphRec (https://github.com/ahm
edrashed-ml/GraphRec (accessed on 4 October 2022)). We choose GraphRec with
extended side feature for comparison.

• PRKG: According to the source paper, we obtained the language of all movies via
DBpedia. We reproduce the model in the experiment with all parameter settings
consistent with the source paper.

• MFSAE: For fairness, we introduce the same item extension feature information as
HCRSA, GraphRec and PRKG.

https://github.com/cheungdaven/semi-ae-recsys
https://github.com/cheungdaven/semi-ae-recsys
https://github.com/ahmedrashed-ml/GraphRec
https://github.com/ahmedrashed-ml/GraphRec
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5.4. Evaluation Metrics

We use Mean Absolute Error (MAE) and Root Mean Square Error (RMSE) in the
experiments to evaluate the performance of all methods in this paper. These formulas of
metrics are defined as (9) and (10). Significantly, smaller MAE and RMSE values indicate
higher performance.

MAE =

∑
ru,i∈TestSet

∣∣∣ru,i − r′u,i

∣∣∣
|TestSet| (9)

RMSE =

√√√√√ ∑
ru,i∈TestSet

(
ru,i − r′u,i

)2

|TestSet| (10)

where ru,i represent the original rating matrix and r′u,i represent the predication matrix from
the semi-autoencoder.

5.5. Experimental Results

For each dataset, a sample of 50%, 60%, 70%, 80%, and 90% is utilized for training,
while the remainder is used for testing. The experimental results of MAE and RMSE on
two MovieLens datasets are presented in Tables 2–4 and Figures 4 and 5. With different
numbers of training samples, the values in bold in the Tables indicate the best among all
methods and the following observations can be drawn from the experimental results:

• The histograms in Figures 4 and 5 reflect that the RMSE and MAE values of all methods
decrease periodically as training data increases, indicating that the performance of all
methods improves as training data increases.

• Traditional models based on MF (such as SVD++) perform poorly due to data sparsity.
Compared with this method, deep neural network methods (such as I-AutoRec,
HCRSA, PRKG, and MFSAE) can achieve better performance, showing deep neural
networks’ powerful ability to learn personalized feature representations.

• In the autoencoder-based methods, the performance of MFSAE is better than the
I-AutoRec, HCRSA, and PRKG models. The HCRSA method solves the data sparsity
problem on top of I-AutoRec by introducing additional attribute information and the
PRKG adds side information by introducing additional features via a KG. However,
MFSAE introduces external extended feature information via DBpedia and uses LSI
model to learn hidden relations. This shows the superiority of effective side informa-
tion in improving personalized recommendation performance and the advantage of
feature representation learning.

• Moreover, GraphRec achieves excellent recommendation performance on the Movie-
Lens dataset due to the introduction of item and user graph features. GraphRec
performs better than MFSAE when the training rate is 0.5 or 0.6, which means that
the graph feature representation is more efficient when the data is sparse. Moreover,
MFSAE outperforms GraphRec when the training data is large, reflecting the strong
advantage of deep learning feature representations. Notably, the model structure of
MFSAE is simpler.

• Typically, data sparsity has been an essential factor for recommendation performance.
As shown in Table 1, MovieTweetings 10 K, with tiny rating data, is the sparsest
and MovieLens 1 M is more sparse than MovieLens 100 K. From the results, we can
conclude that the performance of RS methods, especially deep learning models, will
be considerably affected by the amount of training data.

• Overall, MFSAE performs better than most methods. Due to its simple structure for
learning the latent features of the side information introduced by DBpedia through
LSI model, MFSAE achieves stable and better performance.
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Table 2. The performance of MAE and RMSE on MovieTweetings 10 K dataset.

Metrics Methods
Proportion of Training Data

50% 60% 70% 80% 90%

MAE

SVD++ 1.472 1.392 1.231 1.227 1.140
I-AutoRec 1.496 1.448 1.323 1.366 1.298

HCRSA 1.230 1.174 1.123 1.086 1.015
PRKG 1.018 0.976 0.931 0.891 0.886

MFSAE 0.892 0.887 0.852 0.836 0.817

RMSE

SVD++ 1.768 1.624 1.529 1.498 1.452
I-AutoRec 1.731 1.668 1.607 1.584 1.542

HCRSA 1.471 1.349 1.288 1.219 1.177
PRKG 1.217 1.126 1.072 1.034 1.012

MFSAE 1.084 1.043 1.007 0.989 0.952
Tip: The bolder ones mean better.

Table 3. The performance of MAE and RMSE on MovieLens 100 K dataset.

Metrics Methods
Proportion of Training Data

50% 60% 70% 80% 90%

MAE

SVD++ 0.752 0.747 0.741 0.726 0.722
I-AutoRec 0.729 0.723 0.714 0.704 0.698

HCRSA 0.727 0.724 0.713 0.711 0.703
GraphRec 0.721 0.714 0.709 0.703 0.701

PRKG 0.729 0.723 0.714 0.704 0.698
MFSAE 0.723 0.715 0.706 0.700 0.692

RMSE

SVD++ 0.979 0.965 0.949 0.932 0.924
I-AutoRec 1.021 1.003 0.979 0.964 0.953

HCRSA 0.927 0.921 0.907 0.891 0.897
GraphRec 0.916 0.905 0.899 0.893 0.887

PRKG 0.928 0.917 0.913 0.899 0.895
MFSAE 0.917 0.907 0.899 0.890 0.882

Tip: The bolder ones mean better.

Table 4. The performance of MAE and RMSE on MovieLens 1 M dataset.

Metrics Methods
Proportion of Training Data

50% 60% 70% 80% 90%

MAE

SVD++ 0.683 0.678 0.674 0.668 0.666
I-AutoRec 0.729 0.723 0.714 0.704 0.698

HCRSA 0.692 0.687 0.681 0.675 0.668
GraphRec 0.683 0.679 0.673 0.668 0.664

PRKG 0.705 0.696 0.690 0.684 0.679
MFSAE 0.684 0.677 0.672 0.667 0.662

RMSE

SVD++ 0.879 0.866 0.859 0.851 0.848
I-AutoRec 0.914 0.905 0.896 0.888 0.881

HCRSA 0.892 0.885 0.879 0.871 0.863
GraphRec 0.870 0.866 0.857 0.851 0.847

PRKG 0.898 0.888 0.881 0.874 0.868
MFSAE 0.872 0.863 0.857 0.851 0.847

Tip: The bolder ones mean better.
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(a) (b) (c)

Figure 4. The performance of MAE for all methods on the three datasets. (a) In MovieTweetings 10 K.
(b) In MovieLens 100 K. (c) In MovieLens 1 M.

(a) (b) (c)

Figure 5. The performance of RMSE for all methods on the three datasets. (a) In MovieTweetings
10 K. (b) In MovieLens 100 K. (c) In MovieLens 1 M.

5.6. Parameter Sensitivity
5.6.1. The Number of Hidden Layer Neurons and Epochs

We explore the performance of MFSAE under different numbers of hidden layer neu-
rons and epochs. Before that, we choose the number of hidden layer neurons to be sam-
pled in {100, 200, 300, 400, 500, 600, 700, 800} and the number of epochs to be sampled in
{20, 30, 40, 50, 60, 70, 80, 90, 100}, all the experiments are conducted under the train ratio = 0.8.
When one parameter in the experiment is altered, the others remain constant.

In the main experiments, with train ratio = 0.8 and hidden neuron = 200, we find that
the model performs close to optimal in both RMSE and MAE. Therefore, for fairness, we
set train ratio = 0.8 and hidden neuron = 200 to investigate the impact of the number of
epochs on the three datasets, and Figure 6 shows the experimental results. When MFSAE
achieves the best performance, the epoch values are set to 60, 70 and 60 on the three datasets,
respectively. Moreover, by comparing experiments on the three datasets, we discover that
the more sparse the datasets, the faster the model converges.

To compare the above experiments, we select the results of the above experiments
to investigate the impact of the number of hidden neurons. The experimental results in
Figure 7 reveal that when the number of hidden layer neurons is adjusted to 500, 400 and
200, respectively, MFSAE performs best.
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(a) (b) (c)

Figure 6. The parameter impact of the different numbers of epochs. (a) In MovieTweetings 10 K.
(b) In MovieLens 100 K. (c) In MovieLens 1 M.

(a) (b) (c)

Figure 7. The parameter impact of the different numbers of hidden layer neurons. (a) In MovieTweet-
ings 10 K. (b) In MovieLens 100 K. (c) In MovieLens 1 M.

5.6.2. The Setting of K2

As shown in the above experiments, we use the LSI model to embed language feature
information into the low dimensional vector R ∈ <k2 , where k2 represents the output
dimension of the LSI model data in the model. In this part, we explore the impact of the
k2 setting on the model’s overall performance. Before that, we determine the dimension
of language vector k2 to be sampled in {10, 15, 20, 25, 30, 35, 40, 45, 50, 55, 60, 65, 70}.
As shown in Figure 8, we discovered that MFSAE has the best performance when k2 = 45
on the MovieLens dataset and when k2 = 30 on MovieTweeting 10 K.

(a) (b) (c)

Figure 8. The parameter impact of the different dimensions of language vector k2. (a) In MovieTweet-
ings 10 K. (b) In MovieLens 100 K. (c) In MovieLens 1 M.
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6. Conclusions

In this paper, we propose a multi-feature extension method via a semi-autoencoder
to improve recommendation performance, called MFSAE. Because of the advantages of
semi-autoencoders in information fusion, MFSAE may utilize auxiliary information derived
from DBpedia to obtain effective feature representations of items for reducing data sparsity.
In addition, we introduce LSI model to embed the language extension feature information
into a low-dimensional vector, which obtains the hidden relations between the items
effectively and improves the recommendation accuracy. Experiments on the Movielens
dataset validate that MFSAE outperforms the state-of-the-art models.

In future works, first, we will employ graph networks to discover additional critical
feature information between users and items, and strengthen the combination of multi-
source features by using attention mechanisms. Second, we will also introduce additional
deep learning models to learn the relationships of implicit features.
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