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Abstract: The use of 360° omnidirectional images has occurred widely in areas where comprehensive
visual information is required due to their large visual field coverage. However, many extant
convolutional neural networks based on 360° omnidirectional images have not performed well in
computer vision tasks. This occurs because 360° omnidirectional images are processed into plane
images by equirectangular projection, which generates discontinuities at the edges and can result
in serious distortion. At present, most methods to alleviate these problems are based on multi-
projection and resampling, which can result in huge computational overhead. Therefore, a novel
edge continuity distortion-aware block (ECDAB) for 360° omnidirectional images is proposed here,
which prevents the discontinuity of edges and distortion by recombining and segmenting features.
To further improve the performance of the network, a novel convolutional row-column attention
block (CRCAB) is also proposed. CRCAB captures row-to-row and column-to-column dependencies
to aggregate global information, enabling stronger representation of the extracted features. Moreover,
to reduce the memory overhead of CRCAB, we propose an improved convolutional row-column
attention block (ICRCAB), which can adjust the number of vectors in the row-column direction.
Finally, to verify the effectiveness of the proposed networks, we conducted experiments on both
traditional images and 360° omnidirectional image datasets. The experimental results demonstrated
that better performance than for the baseline model was obtained by the network using ECDAB
or CRCAB.

Keywords: computer vision; object detection; 360° omnidirectional images; row-column attention
mechanism

1. Introduction

The use of 360° omnidirectional images has become more and more popular because
they can capture more scene information than traditional images and can meet the increas-
ing demand for broad vision both in industry and daily life. Briefly, 360° omnidirectional
images have been widely used in various fields, such as automatic driving [1], 3D scene
reconstruction [2], virtual reality [3], and virtual navigation [4]. The most commonly used
method to represent 360° omnidirectional images is equirectangular projection (ERP), but
the projected images can lose continuity at the left and right edges and produce severe
distortion. As shown in Figure 1, the left and right edges of the image are discontinuous
and the upper and lower parts are severely distorted.

Furthermore, convolutional neural networks (CNN) have been widely used in var-
ious fields of computer vision and have achieved excellent performance. For instance,
Pradhan et al. [5] proposed a new method to diagnose cancer using CNN. Mishra et al. [6]
used CNN to intelligently identify weed density in soybean crop fields. Mittal et al. [7]
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estimated traffic density based on CNN to facilitate traffic management. LeCun et al. [8]
applied the LeNet-5 to the task of recognizing handwritten fonts and achieved remark-
able results. Krizhevsky et al. [9] applied the AlexNet to achieve strong performance
on the ImageNet dataset. With in-depth study of convolutional neural networks, more
and more advanced network models have been proposed, including NiN [10], VGG [11],
GoogleNet [12], ResNet [13], and other excellent network models [14–18]. At present,
most follow-up research being conducted uses these advanced networks as the backbone
network to extract better features.

Figure 1. The image captured by the 360° fisheye camera is transformed by equirectangular projection.

Currently, there are many convolutional neural networks obtained using traditional
images after training. Since these models do not deal with distortion and discontinuity, the
performance obtained by these networks when processing 360° omnidirectional images is
not satisfactory. For 360° omnidirectional images, some existing models [19–21] cannot be
combined with the pre-trained weights of advanced models since these models are built
based on new convolution, which causes difficulty in training of the model. Moreover,
many methods [22–27] use reprojection approaches when dealing with discontinuity and
distortion, which result in huge computational overhead that can affect the training and
inference speed of the model.

To solve these problems, new methods are proposed here. In general, the contributions
of the paper can be summarized as follows:

• A novel edge continuity distortion-aware block (ECDAB) and a convolutional row-
column attention block (CRCAB) are proposed. ECDAB extracts continuous features
through recombination features and group convolution is performed through seg-
mentation features using different convolution kernels between different blocks to
alleviate distortion. CRCAB enables interaction of spatial information in a unique way
to enhance the receptive field and capacity for feature expression.

• To reduce the memory overhead of CRCAB for very high and wide images or features,
we propose an improved convolutional row-column attention block (ICRCAB).

• Based on experimental investigation of classification and object detection using 360°
omnidirectional images, it is demonstrated that better performance than for the base-
line model is obtained by the network using ECDAB or CRCAB. Moreover, it is shown
that CRCAB also performs well when using traditional images.

The rest of the paper is organized as follows: Section 2 details related studies that
consider 360° omnidirectional images. Section 3 describes the details of the proposed
ECDAB, CRCAB and ICRCAB. Section 4 describes the classification and object detection
experiments undertaken. Finally, Section 5 concludes the paper and discusses potential
future work.
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2. Related Studies

Many state-of-the-art models have been proposed for the use of 360° omnidirec-
tional images in classification [28], object detection [29], and depth estimation tasks [30].
Yang et al. [31] transformed EPR images into spherical images which were projected
onto four sub-planes by perspective projection. Each plane image was then fed into
YOLOV2 [32] for subsequent processing. Finally, the information learned by each net-
work was aggregated. This multi-projection processing method reduced the influence
of distortion, but resulted in greater computational overhead. Monroy et al. [33] and
Ruder et al. [34] applied another method that could mitigate the effects of distortion, in-
volving the projection of a 360° omnidirectional image onto the six sub-faces of a cube by
perspective projection. Although the distortion was further reduced, the images were not
continuous at the boundaries of each cube face and required subsequent processing.

Coors et al. [20] proposed SphereNet, which resampled ERP images (360° omnidirec-
tional images after ERP-processing) to address distortion and left-right edge discontinuity.
The method used converted the ERP image into a spherical image. The spherical image
was projected onto the tangent plane via a gnomonic projection [35]. Then the convolution
kernel sampling position was determined on the tangent plane. Finally, the location of
the convolutional kernel sampling in the ERP image was obtained by back projection.
Su et al. [36] pointed out that SphereNet introduced an interpolation assumption that could
affect the performance of the network as it deepened.

Su et al. [37] suggested that the distortion of ERP images was mainly related to the
latitude of 360° omnidirectional images. These authors then trained a convolutional kernel
for each row of images. This method involved two networks: the first network enabled
the 360° omnidirectional image to be first projected onto multiple tangent planes. Then the
trained source network Faster-RCNN [38] was used to extract features. The second network
was used to directly extract features from ERP images. Su et al. used features extracted
from each layer in the two networks to use the mean square error for back propagation to
adjust the weights of the convolution kernels; the learned network SPHCONV [37] was
able to handle distortion. Because the convolution kernel of each row in SPHCONV is
not shared and needs to be learned, it generates a huge computational overhead. To solve
this problem, Su et al. proposed a new network KTN [36], where several rows share a
convolution kernel. Whether using SPHCONV or KTN, the source network needed to be
used for training before it could be transferred to the target tasks, which is time-consuming.

Lee et al. [21] proposed a representation method based on an icosahedron in which
a 360° omnidirectional image was projected onto the icosahedron. As the subdivision of
the icosahedron became finer, the effect of distortion was smaller and smaller. However,
the computational overhead increased as the degree of subdivision became finer and
finer because the convolution operation was not suitable for images represented by an
icosahedron. Lee et al. proposed a new method that involved new convolution and pooling
operations. Although this projection method reduced the effect of distortion, it entailed
huge computational costs.

Li et al. [24] performed depth estimation on 360° omnidirectional images by projecting
the 360° omnidirectional images to multiple planes through gnomonic projection, using
Transformer [39] to perform efficient feature extraction and, finally, completing the depth
estimation task by fusing the output using OmniFusion [24]. Semantic segmentation has
became an important component of perception in autonomous driving and 360° omnidirec-
tional images can provide information on a broader field of view. However, Yang et al. [40]
found that applying existing semantic segmentation models to 360° omnidirectional im-
ages resulted in a sharp degradation in performance. To address this problem, Yang et al.
proposed an efficient concurrent attention network that captured long-range dependencies
to obtain information about the global context and, in this way, the network achieved
better performance. The distribution of 360° omnidirectional images is non-uniform and
is distorted differently at different latitudes. The super resolution method for traditional
images is not applicable to 360° omnidirectional images, so Deng et al. [41] proposed a
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new method to apply different upscaling factors to the pixels at different latitudes. In
addition, they proposed an automatic selection strategy to automatically select the optimal
upscaling factors.

Table 1 summarizes research related to 360° omnidirectional images. At present, many
methods use an advanced model infrastructure as the backbone network to extract features.
To achieve improved performance and make training easier, many methods involve loading
the pre-training weights of the backbone network. However, a number of studies relating
to 360° omnidirectional images have proposed new convolution methods. The methods
proposed cannot be combined with the pre-training weights of trained backbone networks.
It is necessary to retrain the models on a public dataset to obtain the pre-training weights
of the network and the multi-projection and resampling methods entailed can generate
huge computational costs.

Table 1. A brief summary of studies undertaken in recent years for 360° omnidirectional images and
their approach to dealing with distortion and discontinuity.

Works Year Processing Methods

Su et al. [37] 2017 Transformation of the network obtained in the plane into ERP images
Yang et al. [31] 2018 Sub-area perspective projection to obtain multiple sub-planes

Monroy et al. [33] 2018 Using the cube mapping method
Coors et al. [20] 2018 Gnomonic projection to obtain a new convolutional kernel picking position

Su et al. [36] 2019 Learn to convert kernel functions for efficient conversion
Lee et al. [21] 2019 Icosahedral projection, new convolution, and pooling methods

Deng et al. [41] 2021 Various upscaling factors for different latitudes, automatic selection strategy
Yang et al. [40] 2021 Attention network that captures global contextual information

Li et al. [24] 2022 Transformer feature extractor, sub-area gnomonic projection

3. Research Methodology

The red dashed box in Figure 2 represents the process of image-processing by the
current convolutional neural network. However, for an input 360° omnidirectional image,
the distortion and edge discontinuity will make the features extracted in the blue dashed
box deviate, which will eventually affect the output of the network. Figure 2 depicts
the overall network model structure used in this paper. To improve the performance of
the model, it is necessary to make adjustments to mitigate the effects of distortion and
edge discontinuities—so distortion and discontinuity processing and feature enhancement
are required in the feature extraction section. In this paper, we propose ECDAB and
CRCAB models. ECDAB extracts continuous features through recombination features and
group convolution is performed through segmentation features using distinct convolution
kernels between different blocks to alleviate distortion. CRCAB achieves the interaction of
spatial information in a unique way to enhance the receptive field and capacity for feature
expression. We describe our proposed methods in detail below.

3.1. Edge Continuity Distortion-Aware Block (ECDAB)

It is beneficial for classification to extract more complete target information; however,
in ERP images, the left and right targets are discontinuous and the standard convolution is
the same parameter for global spatial features, which is unfavorable for distorted features.
More complete target information can be extracted by feature recombination and segmen-
tation. Group convolution is performed to achieve different convolution kernels between
different blocks to alleviate distortion.



Appl. Sci. 2022, 12, 12398 5 of 15

Figure 2. Diagram of the overall network structure giving a brief description of the method in this
paper, where distortion and discontinuity processing and feature enhancement are performed in the
feature-extraction stage.

In Figure 1, it can be seen that the left and right edges of the image are discontinuous.
The ERP image disrupts the continuity of the original 360° omnidirectional images and
introduces severe distortion, which will affect the performance of the network. To tackle
this situation, we propose ECDAB to process ERP images. Firstly, the continuous edge
features of ERP images are extracted through the edge continuity aware block (ECAB).
The processed results are then sent to the distortion-aware block (DAB) to alleviate the
influence of image distortion. The detailed structure of the ECAB is shown in Figure 3.

Figure 3. Detailed construction of ECAB.

The image in Figure 1 is taken as an example to extract the continuous features of the
left and right edges. Firstly, the image is divided into three pieces ¬,  and ®, then pieces
¬ and ® are flipped horizontally and the flipped results are stitched (enabling the left and
right edges of the image to be continuous). This process can be understood as a folding
operation on a picture, namely, the left and right sides of the image are folded inwards.
In ECAB, the shape of the image obtained after stitching ¬ and ® needs to be the same
as , which requires that the width of the input image or feature can be divided by four.
Then the results after stitching ¬ and ® are stacked with  in the channel dimension. The
next step is to extract features with continuous information using grouping convolution.
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The results of grouping convolution are also segmented and stitched, namely, the features
obtained by grouping convolution of the original ¬ and ® are segmented into two pieces
¯ and ±. Then they are flipped horizontally—the goal is to ensure that images or features
remain in the original order. Then ¯, ° and ± are stitched together to form features as the
input shape. Finally, a convolution operation is performed to mitigate the negative effects
of folding. So the left and right edges of features extracted by ECAB contain continuous
information. To further alleviate the influence of distortion, features extracted by EDAB are
sent to the distortion-aware block (DAB) for further processing.

Su et al. [37] pointed out that the distortion of ERP images is related to the latitude of
the 360° omnidirectional images, while the distortion of the 360° omnidirectional images
after ERP is related to the height. So, in the DAB, the ERP image is divided into N blocks
along the row direction, and then these blocks are stacked on the channel dimension (the
shape of features changes from B C H W to B C×N H//N W). Here, B, C, H, and W
represent batch-size, channels, height and width for input images or features, respectively,
and the symbol // indicates an integer division symbol. Then the segmented images are
grouped for the convolution operation. The purpose of the above operation is to extract
features with different convolution kernels for different blocks. Note: the number of blocks
needs to be set when implementing a DAB; simply speaking, the segmentation here is
equivalent to a reshape operation in the deep learning framework. Finally, the results
obtained by grouping convolution are readjusted to the original shape (B C×N H//N W to
B C H W) and then a convolution operation is carried out to compensate for the influence
of segmentation. DAB’s detailed structure is depicted in Figure 4. ECAB and DAB are
connected in series to form the edge continuity distortion-aware block (ECDAB).

Figure 4. Detailed construction of DAB.

3.2. Convolutional Row-Column Attention Block (CRCAB)

Recently, some studies [39,42,43] have shown that the performance of the network can
be improved by spatial information interaction, which can capture global information by
self-attention, but which causes a huge memory overhead for high resolution images. In this
investigation, we implement spatial information interaction in a unique way, improving
the memory overhead during information interaction. In the following, we describe our
proposed method in detail.

CRCAB uses convolution to obtain row-to-row and column-to-column dependencies
and, through this dependence, it aggregates information to build features with stronger
representation ability. First, CRCAB takes the maximum and mean values in the row
and column directions of the features and adds them to obtain the compression features.
The compressed features are then sent to the convolutional operation for learning to
obtain weights. To obtain more comprehensive information, a row-column self-attention
mechanism similar to [39] and a finer row-column attention mechanism are implemented
in CRCAB. Finally, the results obtained by the two row-column attention mechanisms are
stacked on the channel dimension and then convolution is implemented to fuse them to
build new features. To describe the structure of our CRCAB more clearly, we explain the
two operations separately (see Figures 5 and 6). The two parts of the compressed feature
are shared during implementation.
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Figure 5. Detailed structure of the row-column self-attention mechanism.

Figure 6. More detailed structure of the row-column attention mechanism.

The detailed structure of the convolutional row-column self-attention mechanism is
shown in Figure 5; we implement a self-attention mechanism similar to that in [39] on both
row and column directions. The row direction ¬ is taken as an example and the column
direction  is the same. Firstly, a squeeze operation is performed in the row direction (the
maximum and mean values are added) to obtain the compressed features (the shape is B C
H W; B C H W here still represents the batch-size, channels, height, and width of features,
and the value of W is 1). Next, the convolution operation is performed to obtain weights
(the shape is B H H 1). To realize the self-attention mechanism, it is necessary to adjust
the learned weight to five dimensions (namely, the shape is B 1 H H 1). Then, a softmax
operation is performed in the row direction. Because the weight is five dimensions, it is
necessary to expand the input features into five dimensions (the shape is B C 1 H W), namely,
the unsqueezed process shown in Figure 5. Then the expanded features are multiplied
with the learned weights. Finally, a sum operation is performed in the row direction to
reconstruct the features. To implement the self-attention mechanism in the row-column
direction to construct features, it can be simply represented by Equations (1) and (2):

Xi = ∂i1X1 + ∂i2X2 + . . . + ∂iHXH (∂i1 + ∂i2 + . . . + ∂iH = 1) (i = 1, 2, 3, . . ., H) (1)

Xj = ∂j1X1 + ∂j2X2 + . . . + ∂jWXW (∂j1 + ∂j2 + . . . + ∂jW = 1) (j = 1, 2, 3, . . ., W) (2)

In CRCAB, along the row and column directions, the features are divided into H
and W feature vectors. These feature vectors are represented in Equations (1) and (2). Xi
represents the vector of the i-th row of new features, Xj represents the vector of the j-th
column of new features, X1, X2, . . . , XH and XW represent the row and column vectors
of the original features, and H, W represent the height and width of the original features.
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In Equations (1) and (2), ∂ represents the weights learned after the convolution operation
(for an image, if the weights learned for the row direction are adjusted and the final shape
is 1 1 H H 1, it can be considered as a H×H matrix. If the weights are obtained for the
column learning, the adjusted shape is 1 1 W 1 W—this can also be regarded as a matrix of
W×W). When implementing row-column self-attention, the row and column vectors of
each channel have the same weights and are shared for each channel. Finally, the features
constructed in the row and column directions are added and fused to obtain the output.
There are some details that need to be noted here: the features are finally obtained shape-
by-sum on the column direction B C W H, so a transposition operation is required, namely,
B C W H to B C H W. For the sake of simplicity, the transposition operation is not shown
in Figure 5.

Figure 6 implements a finer row-column attention mechanism. The row direction ¬ is
taken as an example, and the column direction  is the same. Firstly, the convolution oper-
ation is performed on the compressed features and then a sigmoid operation is performed
to obtain the weights. The obtained weights are not shared for each channel and each row
corresponds to a weight. The obtained weights are then multiplied by the input features
to build new features. Finally, the features obtained in the row and column directions are
added to fuse. We use CRCAB to stack the output features obtained in Figures 5 and 6 in
the channel dimension and, finally, perform convolution fusion to obtain the final output.
The multiplication operation in Figures 5 and 6 benefits from the broadcasting mechanism
in the deep learning framework. The weights and features are copied to achieve the same
shape as we indicated when constructing a mechanism similar to self-attention where the
row and column vectors on each channel share the same weights.

3.3. Improved Convolutional Row-Column Attention Block (ICRCAB)

Our proposed CRCAB suffers inherently from a huge memory overhead in construct-
ing a row-column self-attention mechanism for very wide and high features. As was
mentioned in the previous subsection, during the construction of self-attention, the vectors
of the rows and columns of features and weights need to be copied, which requires huge
memory overhead for very high and wide features. To alleviate this problem, we propose
the ICRCAB; the row direction is taken as an example.

As shown in Figure 7, in CRCAB, we treat each row as a vector, but now we treat each
block as a vector containing H // N rows. In this way, we can control N to reduce the
memory overhead and, to realize the self-attention mechanism, the vectors of the rows in
the original CRCAB need to be copied H times; however, in the ICRCAB, they only need
to be copied N times, so the memory consumption can be adjusted by N. The details in
ICRCAB are different in certain respects compared to CRCAB. Here, we briefly describe
certain details of ICRCAB. For the input features, we adjust the shape B C H W to B C
N H//N W; then the squeeze operation is performed. In ICRCAB, we use the global
average and maximum pooling to obtain the compressed features (the shape is B C N 1
1 and then we adjust the shape of features to B C N 1); the shape of weights obtained is
B N N 1 after the convolutional operation. The obtained weights and input features need
to be adjusted to six dimensions; the subsequent steps are the same as for the original
CRCAB. The ICRCAB construction process for each vector of the row and column is shown
in Equations (3) and (4). N1 represents the number of row vectors in the row direction, N2
represents the number of column vectors in the column direction; N1 and N2 are required
to be specified in the build.

Xi = ∂i1X1 + ∂i2X2 + . . . + ∂iN1XN1 (∂i1 + ∂i2 + . . . + ∂iN1 = 1) (i = 1, 2, 3, . . ., N1) (3)

Xj = ∂j1X1 + ∂j2X2 + . . . + ∂jN2XN2 (∂j1 + ∂j2 + . . . + ∂jN2 = 1) (j = 1, 2, 3, . . ., N2) (4)
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Figure 7. The feature row vectors in CRCAB (left) and ICRCAB (right).

4. Experiments
4.1. Classification

For the classification task, the Omni-MNIST [20] dataset is used in this paper. This
dataset is an equirectangular projection generated by MNIST through back projection
with a resolution of 60 × 60. As for the MNIST dataset, the Omni-MNIST data includes
100,000 training and 60,000 test samples with 10 classes. We use the convolution neural
network to directly train the equirectangular images of the Omni-MNIST dataset to obtain
EquirectCNN, which has four convolutional layers and one fully connected layer. The ac-
quired features after the first layer of convolution are not processed by the max pooling and
activation function and do not change the shape of the input, while the other convolution
layers are processed using the max pooling and activation function. SphereNet [20] can
also solve the problem of edge discontinuity and distortion by resampling. For comparison
with the proposed ECDAB, the first convolutional layer of EquirectCNN is replaced by
SphereNet to build SphereNetCNN. The question arises of why all the convolutional layers
of the network are not constructed using the SphereNet. The reason is that Su et al. [36] also
noted that the interpolation assumption of ShpereNet affects the performance of the net-
work as the depth of the network deepens. Similarly, we trained ECDANet, which replaces
the first convolutional layer of EquirectCNN with our proposed ECDAB. We trained the
CRCANet based on the CRCAB, which removed the first layer of EquirectCNN and added
a CRCAB in front of the last fully connected layer. Similarly, we replaced CRCAB with
ICRCAB and constructed ICRCANet. In addition, we also trained ECDA-CRCANet and
ECDA-ICRCANet, which combine ECDAB, CRCAB, and ICRCAB. ECDA-CRCANet adds
a CRCAB in front of the last fully connected layer of ECDANet and the DAB also divides
the image into two blocks. ECDA-ICRCANet replaces the CRCAB in ECDA-CRCANet with
the ICRCAB. To achieve better performance from the network, we add the output features
of EDCAB, CRCAB and ICRCAB to the input features to construct the residual structure.

During training the optimizer is Adam [44], with a base learning rate of 0.001 and
batches of size 128 for 100 epochs. In the experiment, we found that increasing the number
of segmentation blocks in DAB had a negative impact on the final classification accuracy.
In general, we suggest that zero padding is performed when group convolution occurs
after segmentation and that the higher the number of segmentation blocks, the more zero
padding is performed. For the classification experiments, the shallow depth of the network
model did not accommodate zero padding well, so the gain in distortion mitigation was
not high. Finally, the number of segmentation blocks was set to two. For ICRCAB, we
added it to the last layer of the network, which had an output resolution of 6 × 6. After
considering the final accuracy, the input features were divided into three vectors of rows
and columns.
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To achieve greater rigor in the experiment, each network was trained five times, with
100 epochs each time and, finally, the average of the precision was taken. The experimental
results are shown in Table 2. The change in test accuracy in the training process is shown
in Figure 8; the test accuracy was obtained by taking the average of five experimental
results. The experimental results showed that most of our proposed models achieved lower
classification error rates than the baseline model, especially for the error rates obtained by
ICRCANet and ECDA-ICRCANet, which were 2.8% and 4.01%, respectively, both lower
than EquirectCNN.

Table 2. Classification error rates of the different models on Omni-MNIST.

Methods Test Error Rate (%)

EquirectCNN 9.79
SphereNetCNN 9.46

ECDANet 9.68
CRCANet 8.02
ICRCANet 6.54

ECDA-CRCANet 6.99
ECDA-ICRCANet 5.78

Figure 8. Changes in test accuracy during training.

To verify the effectiveness of our proposed CRCAB, we only performed rigorous
experiments on CIFAR-10. Although the focus of this paper is on 360° omnidirectional
images, CRCAB is equally valid for conventional images. The experiment undertaken was
similar to that for the Omni-MNIST dataset, with the same network structure. It was found
that our proposed CRCANet was 1.49% more accurate than the baseline model trained
with traditional images.

4.2. Object Detection

Currently, there are few public datasets of 360° omnidirectional images, so we built
the ERP-Detect dataset, with a total of 2305 images. The dataset is captured using a fisheye
camera combined with a drone and tripod, sampled in different environments, such as
roads, basketball courts, parking lots, etc., and then the images are rendered as ERP
images. The closer the object is to the camera, the stronger the distortion it suffers. The
field of view is further expanded by drone vision, which enables images to be rendered
in different locations. In addition, there are many duplicate scenes in the images, so, for
the experiment, we removed the duplicate images of the same scenes and then selected
669 images containing people (1086 in total), cars (1094 in total), buildings (625 in total),
and motors (269 in total) to be annotated. Here, “motors” refers to electric motorcycles.
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Finally, these images were divided into 541 images for training, 61 images for validation,
and 67 images for testing.

We chose YOLOV3 [45] to validate our methods. We trained seven networks based on
YOLOV3; the ERP images were sent directly into YOLOV3 for training to get EquirectYOLO.
In addition, two layers of SphereNet were added in series in front of Darknet53 in YOLOV3
to build SphereNetYOLO. The two SphereNet layers in SphereNetYOLO were replaced
with ECDAB. Note: Our two ECDABs were concatenated. In Darknet53, we added two
CRCABs to obtain the improved Darknet53, as shown in the left part of Figure 9. Based
on the improved Darknet53, we built CRCAYOLO and added the same two ECDABs in
CRCAYOLO to construct ECDA-CRCAYOLO. CRCAB cannot be placed anywhere in the
original Darknet53, which is limited by its own shortcomings, but our proposed ICRCAB
is unaffected by this and can control memory consumption by adjusting N. Therefore,
ICRCAB can be placed anywhere in Darknet53 just by adjusting N, as shown in the right
part of Figure 9. Because the memory overhead of CRCAB is very large for very high
and wide inputs, our hardware environment does not support its appearance in the same
location as ICRCAB. At the same time, for very high and wide inputs, our improved
ICRCAB not only has less memory overhead, but also obtains better test results than
CRCAB. Similar to CRCAYOLO and ECDA-CRCAYOLO, we built ICRCAYOLO and
ECDA-ICRCAYOLO using improved Darknet53 based on ICRCAB.

Figure 9. Improved Darknet53 based on CRCAB and ICRCAB.

During the experiment, we loaded the pre-training weights of Darknet53. The pre-
training weights were obtained by training on the COCO [46] dataset. If the pre-training
weights are not loaded, the model will become difficult to train. This is also the reason why
many models described in related studies are not suitable for our research. In addition,
to obtain improved robustness of the model, we used random data augmentation. Ran-
dom data augmentation does not increase the number of training samples, but randomly
enhances the input data, namely, color gamut distortion, flipping, random scaling height
and the width of images. Finally, the resolution of the image, which is 416 × 416 is sent
to the model. Due to the broadcasting mechanism in the deep learning framework, the
implementation of CRCAB we proposed is simple.

During the training process, the optimizer still uses Adam, a base batch size of
10 for 100 epochs, and a learning rate of 0.0005, which is reduced by a multiple of 0.98 each
iteration. In the target detection experiments, the number of segmentation blocks for
ECDAB was inspired by SPHCONV [37], so the number of two segmentation blocks was
set to 416 and 8, respectively. For ICRCAB, on the one hand, if the number of row vectors
and column vectors is too large, there will be a huge memory overhead when establishing
self-attention and it will gradually become CRCAB. On the other hand, if the number of row
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vectors and column vectors is too small, more information will be lost after compressing the
features in the pooling layer. Finally, eight was chosen as the number of row and column
vectors in ICRCAB.

To increase the rigor of the experiment, each model was trained five times. Similar to
classification, the evaluation measure was finally obtained by averaging; the IOU was 0.5
during the test. The experimental results are shown in Table 3.

Table 3. Test results for the different models on ERP-Detect.

Methods Building Car Motor Person mAP

EquirectYOLO 83.66 90.75 43.25 79.61 74.32
SphereNetYOLO 83.88 91.61 43.86 78.77 74.53

ECDAYOLO 84.85 90.61 46.37 78.56 75.09
CRCAYOLO 86.87 91.43 48.46 79.02 76.45
ICRCAYOLO 85.75 91.67 53.31 78.78 77.38

ECDA-CRCAYOLO 82.92 92.03 52.48 80.23 76.92
ECDA-ICRCAYOLO 84.60 90.85 54.49 80.21 77.54

There was a slight decrease in detection accuracy for cars and people in some of our
proposed network models, but our models showed enhanced adaptability for buildings and
motorbikes. According to mAP evaluation, all our proposed network models performed
better than EquirectYOLO and ShpereNetYOLO, so the experimental results of object
detection demonstrated that our proposed model was effective. We selected EquirectYOLO,
ShpereNetYOLO, ECDAYOLO, and CEDA-ICRCAYOLO as object detection examples. As
shown in Figure 10, it can be seen that our models produced better detection results than
EquirectYOLO and ShpereNetYOLO.

Figure 10. Object detection instance.
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It is of note that, although the number of images in ERP-Detect after removing repeated
scenes was only 669, this did not affect the effectiveness of our model. In addition, compared
with the baseline model, our proposed model had a small increase in parameters. The
baseline model (EquirectYOLO) had 235 MB of parameters, while our largest model, ECDA-
CRCAYOLO, had 266 MB of parameters, which was an increase of 31 MB of parameters;
however, this is acceptable for deep learning. CRCAB itself had very few parameters
because, in addition to the last convolutional layer that fuses two row-column attention
mechanisms, we used a convolution kernel of shape 3 × 1 and 1 × 3 for row and column
direction when building attention. The reason for the increase in the number of parameters
by 31 MB was the number of channels in the input features, and that the training speed of
our proposed model was not much different from the baseline model EquirectYOLO.

5. Conclusions

In this paper, we proposed ECDAB to deal with distortion and edge discontinu-
ity caused by 360° omnidirectional images through equirectangular projection and also
proposed CRCAB, which can capture global contextual information. To address the short-
comings of CRCAB, ICRCAB was proposed, and then networks were built based on these
modules. The performance of these networks was demonstrated to outperform the baseline
model through classification and object detection experiments based on the Omni-MNIST
and ERP-Detect datasets. Our proposed method can be combined with existing excellent
pre-training models without additional overhead time to train pre-training weights and is
computationally much less expensive than the proposed network for 360° omnidirectional
images, since our proposed method does not require multi-projection or resampling.

In the future, for 360° omnidirectional images, ECDAB and ICRCAB can be migrated
to the scene segmentation task to improve the performance of the network. Moreover,
although we only performed classification experiments on CIFAR-10, CRCAB and ICRCAB
can be applied to more complex models for other tasks relating to traditional images.
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