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Abstract: A reliability analysis method based on least squares support vector machines with an
improved particle swarm optimization algorithm (IPSO-LSSVM) is proposed to calculate the relia-
bility of concrete gravity dams when explicit nonlinear limit-state functions are difficult to obtain
accurately. First, the main failure modes of concrete gravity dams and their influencing factors
are determined. Second, Latin hypercube sampling is used to create samples. A finite element
calculation batch program of concrete gravity dams is written to calculate the safety indexes of each
sample. Third, based on the samples, the IPSO-LSSVM model is established to replace the finite
element calculation. Finally, the failure probability of concrete gravity dams is obtained by using
the Monte Carlo (MC) method. The case study for a typical concrete gravity dam in the Yunnan
Province of China shows that the dam is reliable because the failure probability is 8.87 × 10−5. The
proposed reliability analysis method is efficient and feasible for calculating the reliability of concrete
gravity dams.

Keywords: concrete gravity dam; reliability analysis method; improved particle swarm optimization
algorithm; least squares support vector machine; Monte Carlo method

1. Introduction

Concrete gravity dams are a very common type of dam built and used in China, and
the total construction volume is among the highest in the world. Ensuring that concrete
gravity dams can meet reliability requirements throughout the operation period is of great
significance to national security construction and ecological environmental protection.
The single safety factor method is mostly used in the design of concrete gravity dams
with a long operation stage. The variables affecting the dam structure design, such as
material properties and external loads, are random variables, not certain values. The safety
factor method only uses a certain safety factor to evaluate the safety of the dam, without
considering the objective uncertainty in each design variable. The reliability analysis
for the design and safety check of concrete gravity dams can effectively overcome the
shortcomings of the safety factor method [1,2]. The results obtained by reliability analysis
are more reliable.

The traditional reliability analysis methods mainly include the first-order reliability
method [3], MC method [4], response surface method [5], and direct integration method [6].
However, all of these methods have certain shortcomings. For example, the accuracy of the
first-order reliability method is not high; the MC method requires a large number of finite
element calculations to obtain the results with high accuracy, and the computational cost is
relatively large; the response surface method is generally polynomial in form, which, to a
certain extent, limits the accuracy of its fitted limit state function, and the calculation will
be more complicated when dealing with a high degree of nonlinearity and a large number
of variables; and the direct integration method often generates computational difficulties.
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To overcome the limitations of the application of the above-mentioned traditional
reliability analysis methods, many scholars have conducted useful research. Zhao et al. [7]
proposed the third-order moment method based on the study of the primary second-order
moment method, which improved the accuracy of the reliability calculation results. Lu
et al. [8] proposed a second fourth-order moment calculation method for reliability cal-
culations based on the first fourth-order moment of the second-order approximation of
the functional function and proved its simplicity and accuracy. Jiang et al. [9] proposed a
reliability analysis method for gravity dams based on the Hermite orthogonal polynomial
approximation method and illustrated the correctness and effectiveness of the proposed
method by arithmetic examples. Ren et al. [10] proposed a sensitivity-assisted MC simula-
tion method in which second-order derivatives were introduced to improve the accuracy
of reliability calculations. Heydt et al. [11] proposed a bootstrap-compensated MC method
to reduce the computation time of reliability by introducing the concept of augmented
samples. The importance sampling method [12] is an improved MC method, which is
mainly used to improve the efficiency of simulation calculations. Guan et al. [13] discussed
that a change in the location of the implicit functional function fitting point in the tradi-
tional response surface method can affect the results of structural reliability calculations,
indicating that the accuracy of response surface method calculations at the checkpoint
is closely related to the location of the checkpoint. Zhu et al. [14] proposed a weighted
dynamic response surface reliability analysis method based on the cat swarm algorithm,
which overcomes the drawback of the MC method that requires a large number of repeated
samples. Zhao [15] proposed a reliability solution method for the response surface of
a high-dimensional model combined with the first-order reliability method to solve the
structural reliability. Balu et al. [16] proposed a new method for solving implicit functional
function reliability problems, which does not require the derivation of response surface
functions of random variables in the process of calculating reliability. Sundar et al. [17] used
locally propagated samples to track the response surface function, and an important feature
of this algorithm is that the alternative model advances with the choice of samples, en-
abling the algorithm to converge quickly to the response surface. Yuan et al. [18] proposed
an improved method of conditional boundary integration method for solving reliability
problems with high accuracy requirements by using the direct integration method, which
adopts a simple modification of binary integration based on the probability addition rule,
and the computational accuracy and efficiency of the method were verified by the error
analysis of arithmetic cases. Although scholars have improved and proposed many new
methods to address the shortcomings of the traditional reliability solution methods, the
following shortcomings still exist: the applicability and solution accuracy of some reliability
calculation methods are limited due to the complexity of actual structural engineering
problems and the existence of highly nonlinear failure surfaces.

The limit state functions of concrete gravity dams are often highly nonlinear when
considering the randomness of external loads, material parameters, and other factors.
Therefore, it is difficult to express them accurately with explicit functions. When solving
such problems using the above reliability solution methods, it is usually difficult to ensure
the accuracy and efficiency of the calculation results.

The development of machine learning and intelligent algorithms provides effective
tools for solving practical engineering problems, especially in solving engineering reliability
problems [19,20]. Least squares support vector machine (LSSVM) is a new generation of
machine learning method. LSSVM has advantages of rigorous mathematical foundation,
strong small-sample learning ability, low over-fitting risk, fast solving speed, etc. However,
in practical application, it is difficult to determine hyper-parameters of LSSVM. For exam-
ple, when the radial basis function is adopted as kernel function, it is hard to determine
its penalty parameter γ and kernel width parameter σ. At present, optimizing the search
algorithm is the main approach to solving the above problem. The particle swarm opti-
mization (PSO) algorithm [21] is widely used to tune the hyper-parameters of the LSSVM
because of its simple form and easy understanding [22–25]. However, the PSO algorithm
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has the drawback of easily falling into the local optimum, so this paper improves the PSO
algorithm for the hyper-parameters tuning.

To improve the calculation accuracy and efficiency, this paper proposed a reliability
analysis method based on least squares support vector machines with an improved particle
swarm optimization algorithm (IPSO-LSSVM). The IPSO-LSSVM is adopted to establish
the response surface to approximate the limit state function based on the samples generated
by computer experiments. Subsequently, the proposed response surface is utilized in
conjunction with the Monte Carlo (MC) method to obtain the desired reliability estimation.

2. Methodology
2.1. Reliability Analysis of Concrete Gravity Dams

For concrete gravity dams, the main failure modes include sliding instability along
the dam–ground surface and overstress of the dam heel and dam toe. Each of these three
failure modes needs to be mathematically described by a limit-state function to conduct
reliability analysis and calculate the failure probability (Pf) for concrete gravity dams.

Sliding along the dam–ground surface is the first failure mode taken into consideration.
The dam will slide if the horizontal hydrostatic pressure exceeds the sliding shear strength.
This failure mode’s limit-state function is expressed as follows:

Z1 = Kc − 1 (1)

where Kc is the anti-sliding stability safety factor along the dam–ground surface.
When the finite element method is used, the limit-state function can also be expressed as:

Z1 =
d

∑
i=1

(− f ′σyi + c′ − τxyi)bi (2)

where d is the total number of elements of the dam–ground surface; f ′ is the anti-shear fric-
tion coefficient; c′ is the anti-shear cohesion; bi is the edge length of element i along the slid-
ing surface; and σyi, τxyi are the vertical normal stress and shear stress of
element i, respectively.

The other two failure modes considered are the overstress of the dam heel and toe.
The stress of the dam heel should not appear as tensile stress; the actual compressive stress
of the dam toe should not exceed the bearing capacity of concrete. Two mathematical
equations for determining the stress based on the moment equilibrium of a rigid body can
be used to define the limit-state functions of the two failure modes as follows:

Z2 = Pmin (3)

Z3 = f0 − Pmax (4)

where Pmin is the stress of dam heel; Pmax is the stress of dam toe; and f 0 is the bearing
capacity of concrete.

When using the finite element method to calculate Pmin and Pmax, the calculated
results cannot be used as a basis for dam design and safety verification because of the
stress concentration phenomenon. Fan et al. [26] proposed an equivalent stress method,
which converts the stress obtained by the finite element method into the cross-sectional
internal force, and uses the formula of material mechanics method to calculate the stress
of the dam heel and toe, and the results obtained can be evaluated according to the
design specification.

2.2. IPSO-LSSVM Model
2.2.1. LSSVM Principle

Suykens and Vandewalle initially proposed the LSSVM [27], which is an improvement
of SVM. LSSVM uses fewer hyper-parameters than SVM. The quadratic programming issue
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is converted into a linear system of equations using LSSVM, which substitutes equality
constraints for inequality constraints in optimization problems. Reduced computational
complexity, accelerated convergence, and improved solution correctness are all benefits of
LSSVM. The principle of LSSVM is as follows:

Given a dataset {(xi, yi), i = 1, · · · , l}, xi ∈ Rd is a d-dimensional input vector and
yi ∈ R is a scalar output. A regression function can be used to represent the nonlinear
relationship between the input and output as:

f (x) = ωT ϕ(x) + b (5)

where ω is the weight vector; ϕ(x) is a nonlinear mapping from input space to high-
dimensional feature space; and b is the deviation. The purpose of quadratic optimization in
LSSVM is based on the structural risk reduction concept and is as follows:

min 1
2‖ω‖

2 + 1
2 γ

l
∑

i=1
ei

2

s.t. ωT ϕ(xi) + b + ei = yi, i = 1, · · · , l
(6)

where ei is the error variable and γ is the regularization parameter. The Lagrange multiplier
λ ∈ Rl×1 is used to convert constrained optimization into unconstrained optimization r to
resolve the optimization problem.

minJ =
1
2
‖ω‖2 +

1
2

γ
l

∑
i=1

ei
2 −

l

∑
i=1

λi(ω
T ϕ(xi) + b + ei − yi) (7)

The Karush–Kuhn–Tucker (KKT) conditions for optimality are given by:

∂J
∂ω = 0→

l
∑

i=1
λi ϕ(xi) = ω

∂J
∂b = 0→

l
∑

i=1
λi = 0

∂J
∂ei

= 0→ λi = γei, i = 1, 2, . . . , l
∂J
∂λi

= 0→ωT ϕ(xi) + b + ei − yi = 0, i = 1, 2, . . . , l

(8)

After eliminating ei and ω, the following linear equation set is obtained:[
0

Ql

Ql
T

K + γ−1I

][
b
A

]
=

[
0
Y

]
(9)

where Ql = [1, 1, · · · , 1]T is an l-dimensional column vector; I is the identity matrix;
Y = [y1, y2, · · · , ym]

T is the output vector of the training set; A = [λ1, λ2, · · · , λm]
T; K is the

kernel function, K(xi, xj) = ϕ(xi)
T ϕ(xj).

The dot product operation in the high-dimensional feature space is replaced by using
K to transfer the original input space to the high-dimensional space. The regression function
can be expressed as:

y =
l

∑
i=1

λiK(xi, xj) + b (10)

2.2.2. PSO Algorithm Principle

Iterative optimization is the basis of the evolutionary computation algorithm known as
PSO optimization [28]. The PSO algorithm creates massless particles to represent the birds
in the swarm. The particle has two attributes: position and velocity. The position represents
the direction of movement, and the velocity represents the speed of movement. To identify
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the optimal fitness as the present global optimum, each particle independently finds the
optimal solution in the search space, records it as the fitness of the current individual, and
shares the fitness with other particles in the complete particle swarm. Then, all particles
update their velocity and position according to the current individual fitness value and the
current global optimum. The following equations are used to update the particle’s position
and velocity:

Vid = τVid + C1r1(0, 1)(Pid − Xid) + C2r2(Pgd − Xid) (11)

Xid = Xid + Vid (12)

where τ is the inertia weight coefficient; Vid and Xid represent the velocity and position
of particle i in d dimension, respectively; r1 and r2 are a random number between 0 and
1, respectively; C1 and C2 are the learning constants; Pid represents the historical optimal
solution of particle i in d dimension; and Pgd represents the optimal position of the whole
swarm in d dimension.

2.2.3. IPSO Algorithm Principle

The particle searches iteratively with a quick convergence velocity for the global
optimum at the beginning of the PSO algorithm. However, the velocity of convergence
will decrease gradually with the iterative process. If the particle meets a local optimum,
all particles’ velocities will eventually reach zero, and the swarm’s evolution will come
to an end.

To address the issue of the local optimum of the PSO algorithm being easily trapped,
an improved particle swarm optimization (IPSO) algorithm is proposed to avoid falling
into the local optimum. Improvements were achieved in the following three aspects:

(1) Generation of the initial swarm

The generation of the initial swarm is random. The likelihood of obtaining the global
optimum is usually small since the particles are always not evenly dispersed in space. If
too many particles are used, the optimization time and cost will be increased. Therefore,
the swarm will almost certainly enter the local optimum if the limited number of particles
cannot be dispersed over space. The average particle distance is defined as follows:

D(t) =
1

mH

m

∑
i=1

√
n

∑
d=1

(Pid − Pd)
2 (13)

where H is the length of the search space’s longest diagonal; n is the search space’s dimen-
sionality; Pd is the average of all particle locations’ coordinates in the d-th dimension; and
m is the number of particles in the swarm.

The average particle distance reflects the aggregation degree of distribution among
particles. The smaller the D (t), the denser the swarm.

(2) Determination of premature convergence

The overall fitness change in all particles can be used to identify the state of the swarm
because a particle’s position affects its fitness. If f is the current average fitness of the
swarm and fi is the present fitness of particle i, then the following definition can be used to
describe the fitness variance of the swarm:

ψ2 =
m

∑
i=1

(
fi − f

f

)2

(14)

where f is a normalized scaling factor. The value formula is:

f =

{
max

∣∣∣ fi − f
∣∣∣, max

∣∣∣ fi − f
∣∣∣ > 1

1, other
(15)
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Fitness variance reflects the degree of particle aggregation. The smaller the ψ2, the
denser the swarm. The fitness of all particles tends to be consistent with the iterative
process, so the ψ2 becomes smaller and smaller. If ψ2 is lower than a certain threshold, we
can consider that the PSO algorithm enters the post-search phase. The swarm will easily
become stuck in local optimum solutions at this time, leading to premature convergence.

(3) Improvement of inertia weight coefficient and learning constants

τ reflects the degree to retain the last iteration velocity. During the early search period,
a large value is beneficial to the global searching ability. During the later search period,
the low value is beneficial to the local searching ability. To balance the global searching
ability and local searching ability, an inertia weight coefficient decreasing in parabolic form
was proposed:

τ = (τmax − τmin)

(
k

kmax

)2
+ (τmin − τmax)

(
2

k
kmax

)
+ τmax (16)

where τmax and τmin represent the maximum value and the min value of inertia weight
coefficient, respectively. The τmax and τmin are generally accepted as: τmax = 0.9 and
τmin = 0.4 [29]; k is the number of iterations; and kmax is the maximum number of iterations.

C1 represents the particle’s judgment of the best moving direction and represents the
particle’s judgment affected by other particles. During the early search period, the value
of C1 should be large and the value of C2 should be small to enhance the particle’s global
search ability. During the later search period, the value of C1 should be small and the value
of C2 should be large to make particles find the global optimum quickly. Therefore, the
dynamic adjustment strategy of learning constants is introduced: C1 = (Cmin − Cmax)

k
kmax

+ Cmax

C2 = (Cmax − Cmin)
k

kmax
+ Cmin

(17)

The basic idea of the IPSO algorithm is as follows: Under the condition of ensuring the
uniform distribution of the initial swarm, the PSO algorithm is first used in the optimization
process until the particles are judged to fall into the premature state, and then the particles
are redistributed in the solution space to help the particles to jump out of the local optimum
quickly and accelerate the convergence.

The pseudo-code of the IPSO algorithm is detailed in Algorithm 1.

Algorithm 1: Pseudo-code of the IPSO algorithm

1: Define m, τmax, τmin, Cmax, Cmin, kmax
2: Define the boundaries of the optimization problem
3: Initialize particle swarm
4: Compute f, f , and Pd; record Pid and Pgd
5: for k = 1 to kmax do
6: Compute D (t) and σ2 of swarm using Equations (13) and (14)
7: if D(t) < α and ψ2 < δ then
8: Initialize particle swarm
9: re-record Pid and Pgd
10: end
11: for i = 1 to m do
12: Compute each particle’s velocity using Equation (11)
13: Update each particle’s position using Equation (12)
14: end
15: Update Pid and Pgd
16: Compute f, f , and Pd
17: end
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2.2.4. Establishment of the IPSO-LSSVM Model

In this paper, the radial basis kernel function was selected as the kernel function of
LSSVM. Therefore, the regularization parameter γ and the kernel width parameter σ are
two important hyper-parameters of the LSSVM model. γ controls model complexity and
penalties for exceeding errors. σ affects the training and prediction speed of the model.
The IPSO algorithm was used for hyper-parameters tuning of the LSSVM model, and the
IPSO-LSSVM model was established.

The steps were as follows:

Step 1: Divide dataset into training set and testing set in a certain proportion.
Step 2: Normalize the data of the training set and testing set.
Step 3: Set the parameters of the IPSO algorithm.
Step 4: Tune the γ and σ using the IPSO algorithm.
Step 5: Input the hyper-parameters into the LSSVM model and establish the IPSO-
LSSVM model.
Step 6: Evaluate the accuracy of the IPSO-LSSVM model.

2.3. Method for Calculating the Reliability of Concrete Gravity Dams

The IPSO-LSSVM model combined with the MC method was used to calculate the
reliability of concrete gravity dams. The analysis steps were as follows:

(1) The main failure modes were determined and the influencing factors were selected.
The statistical characteristic and value ranges of the factors were determined for a
typical dam. In this paper, three failure modes of the dam were considered, which
are sliding instability along the dam–ground surface and the overstress of dam heel
and dam toe. The limit-state functions of the three failure modes are Equations (1),
(3), and (4), respectively.

(2) Taking reasonable assumptions, an appropriate finite element model was established.
The foundation calculation range of the finite element model was reasonably selected.

(3) Latin hypercube sampling was used to generate a certain number of samples to form
a sample set. Taking Kc, Pmin, and Pmax as safety indexes, a finite element calculation
batch program of concrete gravity dams was written using Python to calculate each
sample to obtain the safety indexes.

(4) A total of 80% of the samples were used as the training set and 20% of the samples
were used as the testing set. The IPSO-LSSVM model was established to replace the
finite element calculation.

(5) Based on the IPSO-LSSVM model, the limit state functions of the three failure modes of
the concrete gravity dam were constructed. The Pf was calculated by the MC method.

The flow chart is shown in Figure 1.
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3. Case Study and Results
3.1. Basic Information of a Typical Concrete Gravity Dam

A typical gravity dam located in Yunnan Province of China was selected. The gravity
dam is a roller-compacted concrete gravity dam. The dam is 106.00 m high, 17.50 m wide
at the top, and 90.10 m wide at the base. The normal storage level is 1472.00 m, with a
corresponding downstream water level of 1408.20 m. The designed flood level is 1478.35 m,
with a corresponding downstream water level of 1423.46 m. The check flood level is
1480.26 m, with a corresponding downstream water level of 1425.23 m and an upstream
dead water level of 1429.00 m. The foundation of this project is mainly hard slate with an
elevation of 1375.00 m. A non-overflow dam section was selected for analysis. The profile
of the section is shown in Figure 2. The statistical characteristics and value ranges of the
influencing factors considered are shown in Table 1.

Table 1. Statistical characteristic and value ranges of the considered factors.

Factor Type of Probability Distribution Mean Standard Deviation Value Range

Upstream water level (m) Truncated Normal Distribution 102.00 5.10 97.00–105.26
Downstream water level (m) Truncated Normal Distribution 43.20 2.59 33.20–50.23

Concrete elasticity modulus (GPa) Truncated Normal Distribution 28.0 2.8 25.2–30.8
Foundation elasticity modulus (GPa) Truncated Normal Distribution 26.0 2.6 23.4–28.6

Anti-shear friction coefficient Truncated Normal Distribution 1.00 0.22 0.90–1.10
Anti-shear cohesion (kPa) Truncated Normal Distribution 900 360 700–1100

Concrete compressive strength (MPa) Truncated Normal Distribution 11.20 2.24 6.80–13.00
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3.2. Finite Element Model of a Typical Concrete Gravity Dam

According to the basic information, a two-dimensional plane strain finite element
model of the typical concrete gravity dam was established. The foundation rock is ho-
mogeneous characterized by the Mohr–Coulomb model [30]. The linear elastic model
was adopted in dam concrete which is in good condition. A thin layer with a height of
0.2 m was used to simulate the contact between the dam and the foundation [30], and its
material properties were consistent with foundation rock. Foundation boundary condi-
tions were set to apply fixed constraints at the bottom of the foundation and horizontal
constraints at the upstream and downstream of the foundation. The foundation and the
dam were considered to be impervious. Dam weight and hydrostatic pressure acting on the
upstream and downstream surfaces of the dam body and the foundation were taken into
account. The main material properties of dam concrete, foundation rock, and contact are
shown in Table 2.

Table 2. Main material properties. Calculation results.

Material Elasticity Modulus (GPa) Density (kg/m3) Poisson Ratio Friction Angle (◦) Cohesion (MPa)

Dam concrete 28 2400 0.17 - -
Foundation rock 26 2600 0.25 35 15

Contact 26 2600 0.25 35 15

When the finite element method is used to calculate the dam stress, the calculation
domain needs to include the dam foundation. To reflect the influence of foundation stiffness
on dam stress, the foundation was selected to a certain range, but in fact, the foundation
was a semi-infinite space. To simplify the infinite space with limited space, the general way
is to simulate by applying boundary constraints. According to the Saint-Venant principle,
if the range of foundation considered is larger, the influence of boundary constraints on
dam stress is smaller. When it reaches a certain range, the dam stress is almost no longer
affected by the expansion of the foundation range. However, scholars do not have the same
standard for the selection of foundation range.

In this section, the foundation range of the finite element model for the stress of
the dam toe and heel and anti-sliding stability analysis was selected by calculation. The
calculation diagram of foundation range selection is shown in Figure 3, in which a = 0, 1,
. . . 9 and 1 h is equal to 1 times the height of the dam.
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With a increases from 0 to 9, in turn, the influence of the foundation range change on
the calculation results of Kc, Pmax, and Pmin was analyzed. The results are shown in Table 3
and Figure 4.

Table 3. Calculation results.

Foundation Range (h) Kc Pmax (MPa) Pmin (MPa)

1 5.05009 1.66877 1.15384
2 5.05526 1.66830 1.15835
3 5.05232 1.66856 1.15559
4 5.05157 1.66869 1.15505
5 5.05145 1.66864 1.15499
6 5.05095 1.66869 1.15457
7 5.05058 1.66872 1.15426
8 5.05030 1.66875 1.15403
9 5.05009 1.66877 1.15384

10 5.05008 1.66878 1.15383
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The results show that the values of Kc and Pmin first increase and then decrease with
the increase in the foundation range. The influence of the foundation range on Kc and
Pmin is small. With the foundation range increasing from 1 h to 10 h, the values of Kc
and Pmin change to 0.00518 and 480 Pa, respectively. The values tend to become stable
after the foundation range is greater than 3 h. The value of Pmax first decreases and then
increases with the increase in the foundation range. The influence of the foundation range
on the Pmax is also small. After the foundation range is greater than 3 h, the value tends to
be stable. Therefore, in the finite element model, the foundation range is as follows: the
length of the upstream foundation, length of the downstream foundation, and depth of the
foundation were taken as 3 h.

3.3. Process of Establishing the IPSO-LSSVM Model
3.3.1. Selection of the Hyper-Parameters of LSSVM Model

σ and γ have a significant impact on the accuracy of the LSSVM model. In the
following steps, the σ and γ of the model are tuned by the IPSO algorithm.

(1) Generation of sample sets

Latin hypercube sampling was used to generate 100 sets of samples. The Kc, Pmin,
and Pmax of each set of samples were obtained by the finite element model of the gravity
dam. A total of 80% of these samples were used to train the IPSO-LSSVM model, and
the other 20% of these samples were used to test the accuracy of the model. To facilitate
the calculation, a finite element calculation batch program of concrete gravity dams was
written using Python to automatically calculate and extract the results of each sample by
calling Abaqus. The steps were as follows:

1. Use Python language to generate inp files for each sample in bulk.
2. Use Python language to generate bat files to submit calculations in bulk.
3. Use Python language to extract numerical simulation results from all odb files.

(2) Data pre-processing

To make different datasets comparable, it was necessary to normalize all data.

xn =
x− xmin

xmax − xmin
(18)

where xmax and xmin are the maximum and minimum value of variable x, respectively, and
xn is normalized data.

(3) Setting of the IPSO algorithm parameters

The IPSO algorithm was used for hyper-parameters tuning of the LSSVM. We set
the IPSO algorithm parameters as: m = 20, kmax = 40, τ ∈ [0.4, 0.9], Cmax = 2.5, Cmin = 0.5,
σ ∈ [0.0001, 4000], and γ ∈ [0.0001, 3000], and the function fitness was the mean relative
error (MRE).

(4) Optimization results

From Figures 5–7, it can be seen that, in the process of the IPSO algorithm to tune the
hyper-parameters of the three models, the global optimal fitness curve appears to suddenly
bulge. The PSO algorithm appears to be the aggregate phenomenon in the process of
optimization, which will lead to falling into the local optimum. The IPSO algorithm
introduces the fitness variance of the swarm to control the degree of particle aggregation.
When the swarm is too aggregated, the particles will be re-dispersed for optimization.
Therefore, this phenomenon occurs. This proves that the IPSO algorithm can overcome
the shortcomings of the PSO algorithm as the initial convergence can easily fall into the
local optimum.
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Table 4 shows the optimal γ and σ of the three models, and inputs the optimal hyper-
parameters into the LSSVM models to establish the IPSO-LSSVM models.

Table 4. Optimization results.

Optimization Algorithm
Kc Pmin Pmax

σ γ σ γ σ γ

IPSO 1928 2823 1833 2996 1771 2653

3.3.2. Comparison of the Accuracy of the Models

The coefficient of determination (R2), the mean absolute error (MAE), and the root-
mean-square error (RMSE) were adopted as the evaluation indexes of model accuracy. The
accuracy of the IPSO-LSSVM models of Kc, Pmin, and Pmax were compared with that of RSM
and PSO-LSSVM models. The comparison results are shown in Table 5. The comparison
between the predicted value and true value of Kc, Pmin, and Pmax is shown in Figures 8–10.

Table 5. The comparison results of the accuracy.

Kc

Model R2 MAE RMSE

RSM 0.7194 0.1261 0.2230
PSO-LSSVM 0.8638 0.0486 0.0762
IPSO-LSSVM 0.9762 0.0214 0.0239

Pmin

Model R2 MAE RMSE

RSM 0.6019 0.0256 0.0427
PSO-LSSVM 0.8319 0.0051 0.0085
IPSO-LSSVM 0.9803 0.0016 0.0021

Pmax

Model R2 MAE RMSE

RSM 0.6053 0.0282 0.0474
PSO-LSSVM 0.8726 0.0050 0.0078
IPSO-LSSVM 0.9904 0.0015 0.0018
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It can be seen from Table 5 that the accuracy of the RSM models is the lowest, indicating
a highly nonlinear relationship between the influencing factors and the safety indexes of the
concrete gravity dam. The accuracy of the remaining two models is higher, among which
the IPSO-LSSVM models have the highest accuracy. The accuracy of the IPSO-LSSVM
models is significantly improved compared with that of the PSO-LSSVM models, indicating
that the IPSO algorithm is better at tuning the hyper-parameters of the LSSVM model
than the PSO algorithm. Therefore, the IPSO-LSSVM model has significant advantages for
dealing with highly nonlinear problems, and the IPSO algorithm is outstanding for the
optimal solution of complex problems.

Figures 8–10 show that the linear relationship between the predicted and true value
is y = x, indicating that the IPSO-LSSVM models is reliable, which can be used for the
reliability calculation of concrete gravity dams.

3.4. Reliability Calculation

Based on the IPSO-LSSVM model, the limit state functions (Equations (1), (3), and (4))
of the three failure modes of the concrete gravity dam were constructed. The MC method
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was used to calculate the Pf of the typical concrete gravity dam. The MC method requires a
sufficiently large sample to achieve high accuracy, and the quality of the calculated results is
generally evaluated using the coefficient of variation of Pf. When the coefficient of variation
of Pf is less than 0.1, the results are considered to meet the accuracy requirements [31].
Under the most unfavorable conditions, the Kc and Pmin of the concrete gravity dam meet
the safety requirements, so this section mainly analyzes the probability of stress exceedance
at the toe of the dam. The probability of stress exceedance at the toe of the dam was
calculated 10 times for different sample sizes to obtain the mean value and the coefficient of
variation of Pf. The results are shown in Table 6, and the curve of Pf is shown in Figure 11.

Table 6. Calculation results of the probability of stress exceedance at the toe of the dam.

Number of Samples Pf Coefficient of Variation

1 0 -
10 0 -
102 0 -
103 0 -
104 9.00 × 10−5 1.05
105 7.45 × 10−5 0.44
106 8.87 × 10−5 0.07
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From the results, it can be seen that, when the number of samples exceeds 106, the
coefficient of variation of Pf is already less than 0.1, indicating the results meet the ac-
curacy requirements. The Pf calculated by using the IPSO-LSSVM model is stable at
8.87 × 10−5. Since there is only one failure mode, the Pf of the concrete gravity dam system
is 8.87 × 10−5, which is much smaller than the value specified in the specification, so the
concrete gravity dam is safe and reliable.

4. Discussion

In many cases, due to the complexity of reliability analysis problems, it is hard to
establish an effective response surface to assess the Pf of concrete gravity dams. A reliability
analysis method based on the IPSO-LSSVM was proposed to calculate the reliability of
concrete gravity dams when explicit nonlinear limit-state functions are difficult to obtain
accurately. In the method, the hyper-parameters of the LSSVM model were tuned by
the IPSO algorithm to reflect the relationship between the influencing factors and safety
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indexes. After that, the IPSO-LSSVM model was utilized in conjunction with the MC
method to evaluate the failure probability.

Accurate expression of limit state function is the key to obtain reliable calculation
results. This paper focused on the improvement method for the accuracy of the model used
for reliability analysis of concrete dams. The RSM models were used to test the degree
of nonlinearity between the influencing factors and safety indexes and the results show a
highly nonlinear relationship between the influencing factors and the safety indexes. The
accuracy of the IPSO-LSSVM model was compared with that of the PSO-LSSVM model, and
the result shows that the IPSO-LSSVM has higher accuracy, indicating that the IPSO-LSSVM
model significantly improves the accuracy of the PSO-LSSVM model.

In the case study, the number of samples required for Pf calculation is 106. If the
traditional Monte Carlo-finite element method is used to calculate Pf, then it consumes
more than 2000 h. However, the method proposed in this paper can effectively shorten
computing time; it only takes about 20 min, so its computing efficiency is greatly improved.
Therefore, the method proposed in this paper can effectively improve computing efficiency
on the precondition of accuracy maximization.

The main contribution of this paper is its improvement of the established model [32]
and short computing time compared with the traditional reliability analysis method. The
proposed reliability analysis method is shown to be an efficient scheme with respect to both
computational effort and accuracy.

5. Conclusions

The main research results are summarized as follows:

(1) The IPSO algorithm was proposed by introducing average particle distance, swarm fit-
ness variance, inertia weight coefficient decreasing in parabolic form, and dynamic ad-
justment strategy of learning constants into the PSO algorithm. The hyper-parameters
of the LSSVM model were tuned by the IPSO algorithm to establish IPSO-LSSVM
model. The comparison results show that the IPSO-LSSVM model significantly im-
proves the accuracy of the PSO-LSSVM model.

(2) The case study indicates that the proposed reliability analysis method based on the
IPSO-LSSVM can highly efficiently and accurately determine failure probability of
concrete dams so that it is effective and feasible.

(3) The reliability analysis method proposed in this paper can provide an effective tool
for solving the reliability of other complex structures. The proposed method can also
provide technical support for safety assessment, monitoring and operation manage-
ment of gravity dams. In future studies, more complex engineering problems will be
solved, such as considering the impact of environmental erosion and material aging
on the dam safety. The proposed methods can play an important role in solving these
problems together with other existing methods.
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