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Abstract: This research aims to estimate the delivery time and energy cost of e-scooter vehicles for
distributing mail or packages and to show the usage efficiency of e-scooter sharing services in postal
service delivery in Turkey. The machine learning (ML) methods used to implement the prediction
of delivery time and energy cost as output variables include random forest (RF), gradient boosting
(GB), k-nearest neighbour (kNN), and neural network (NN) algorithms. Fifteen input variables under
demographic, environmental, geographical, time, and meta-features are utilised in the ML algorithms.
The correlation coefficient (R2) values of RF, GB, NN, and kNN algorithms were computed for delivery
time as 0.816, 0.845, 0.821, and 0.786, respectively. The GB algorithm, which has a high R2 and the
slightest margin of error, exhibited the best prediction performance for delivery time and energy cost.
Regarding delivery time, the GB algorithm’s MSE, RMSE, and MAE values were calculated as 149.32,
12.22, and 6.08, respectively. The R2 values of RF, GB, NN, and kNN algorithms were computed for
energy cost as 0.917, 0.953, 0.400, and 0.365, respectively. The MSE, RMSE, and MAE values of the
GB algorithm were calculated as 0.001, 0.019, and 0.009, respectively. The average energy cost to
complete a package or mail delivery process with e-scooter vehicles is calculated as 0.125 TL, and the
required time is approximately computed as 11.21 min. The scientific innovation of the study shows
that e-scooter delivery vehicles are better for the environment, cost, and energy than traditional
delivery vehicles. At the same time, using e-scooters as the preferred way to deliver packages or mail
has shown how well the delivery service works. Because of this, the results of this study will help in
the development of ways to make the use of e-scooters in delivery service even more efficient.

Keywords: postal service delivery; e-scooter; machine learning algorithms; estimation;
micro-mobility

1. Introduction

The world’s megacities are facing significant population growth rates. Today, more
than 50% of the world’s population lives in cities [1]. The increase in population causes
the development and change of the infrastructure of the cities and adverse problems in the
city structuring with the pushing of the borders. The number and size of the difficulties
encountered, especially in the processes that require service for human needs, increase in
proportion to the infrastructure complexity of the cities. Unfortunately, package or postal
service processes face many challenges in megacities, such as time, cost, and environmental
factors. In particular, the distribution sector, such as traffic congestion in cities, air and
noise pollution, energy consumption, and CO2 emissions, are both adversely affected and
contribute to adverse effects [2]. For this reason, since the traditional vehicle preference in
postal and package transportation has a more negative impact today, the administrators
have entered new searches [3].
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Recently, the development of distribution process concepts has been encouraged
to ensure the smooth delivery of distribution services by enabling the application of
new technologies due to transportation difficulties [4]. As an example of different and
new technology in transportation, micro-mobility has excellent potential to be used for
vehicle distribution services [5]. In particular, the preference for micro-mobility vehicles
for freight (package, mail, cargo, etc.) and public transportation contributes to economic
feasibility in transportation systems and reduces externalities related to urban freight
transportation [6]. This means that there are externality links in the vehicle, that is, the use
of other transportation infrastructures in freight or goods transportation [7]. This situation
harms transportation institutions in terms of cost, time, and environmental parameters
throughout the transportation process.

The existing literature has shown the success of micro-mobility infrastructure system
packet or mail (in limited weight and size) delivery processes for short or specified distance
routes. Rusul et al. highlight that micro-mobility is increasingly recognized as an urban
mode of transport due to its potential to reduce the use of private vehicles for personal
needs or large-scale vehicle use for mail or package delivery, with increasing preference
for micro-mobility for short-distance travel [8]. A study has shown the positive results of
micro-mobility implementation by the Serbian Public Enterprises Post Office to review the
process of package or mail deliveries and to evaluate the possibility of applying alternative
models [9]. Micro-mobility vehicles began to take place among the essential means of
transportation in terms of human mobility because human mobility has been an important
factor in the human necessities of life. A study discussed the importance of shared micro-
mobility tools in transportation for human mobility and their impact on climate, public
amenities, and economic factors [10]. Another study measured the mobility of people who
prefer micro-mobility devices and suggested that these tools are unique and appropriate
for human mobility [11].

Generally, the literature on the use of the micro-mobility vehicle agrees on two issues,
energy and environmental factors. Şengül and Mostofi examined the effects of micro-
mobility vehicles in four categories: travel behaviour, energy consumption, environmental
impacts, and safety regulations [12]. One study emphasized that data from personal
e-scooters, eight modes of transportation, travel distance, precipitation, and reach are
important factors for choosing a micro-mobility method and emitting less CO2 with e-
scooters [13]. Another study highlighted that micro-mobility vehicles increase social
sustainability potential for accessibility, air pollution, safety, physical activity, and subjective
well-being and do not produce direct or limited CO2 emissions [14]. A study has measured
the low level of direct CO2 emission of an e-scooter and, indirectly, the amount of CO2 that
occurs in the material and production process of e-scooter vehicles with a Monte Carlo
simulation model [15]. The researcher in the same study indirectly calculated 125 g CO2-
eq/passenger-km in the CO2 emission of e-scooter vehicles, which are among the types of
micro-mobility vehicles [15]. Another study determined that CO2 emissions decreased by
16.03% by choosing an e-scooter vehicle instead of a traditional transportation vehicle [16].
As a result, many studies have determined that micro-mobility vehicle preference gives
positive results in terms of environmental factors. Considering that the vehicles used in the
transportation sector produce 37% of the total CO2 emissions in the world, according to the
International Energy Agency (IEA, 2020) [17], it is seen how vital and necessary primarily
electric micro-mobility vehicles are in terms of environmental factors.

There is a lot of evidence that the energy cost, which is essential in package or mail
transportation and has a large share in the cost, has a positive result with micro-mobility. A
study revealed that micro-mobility vehicle preference for transportation or logistics could
significantly contribute to reducing the energy of public transport journeys while reducing
energy consumption by 1% at the national level and by 2.6% at the city level [18].

Conventional vehicles used in the transportation or logistics sector consumed 28% of
the total energy in the USA in 2016, creating a significant cost [19]. Regarding energy con-
sumption in the logistics sector, a transportation vehicle that uses oil fuel can travel 6.4 km,
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while e-scooter vehicles can travel approximately 128 km with 1 kw/h energy [20]. Another
study calculated that an e-scooter vehicle with different battery characteristics would travel
about 22.2 km with a fully charged battery [21]. In this study, the e-scooter vehicles used by
the PTT travel approximately 40 km with a full battery. The cost of the energy used for the
e-scooter for this distance is about 2.17 TL (Turkish Lira). The energy cost of traditional
distribution vehicles (such as combivan) is calculated as approximately 86 TL for the same
distance. This energy cost may vary according to the battery characteristics of e-scooter
vehicles. Martinez-Navarro et al. estimated the average energy consumption of e-scooter
vehicles used for transportation at 0.012 kWh/km [21]. The energy consumption of the
e-scooter vehicle, which has a different battery feature, is 0.04 kWh per km [22]. A study
emphasized that by choosing e-micro-mobility vehicles instead of traditional transportation
vehicles in Pittsburgh, energy demand for journeys of 5–8 km would decrease by 50% [23].
As a result, an e-scooter can travel 50 times more than conventional vehicles with the same
amount of energy with minimal energy costs. In a different study, the researchers calculated
that an e-scooter vehicle with 1 kW/h energy travels about 100 km, and an electric vehicle
with the same amount of energy travels 6 km [24]. In other words, electric micro-mobility
vehicles are more advantageous in energy and cost than traditional and conventional elec-
tric vehicles [15]. Some studies have observed that micro-mobility delivery vehicles, such
as e-scooters, provide more advantages than traditional vehicles in terms of energy, time,
cost, and environmental factors. According to a study evaluating many factors such as
time, cost, and environment for conventional and micro-mobility delivery vehicles, diesel
fuel energy vehicles have higher emissions and distribution costs than micro-mobility
vehicles using electrical energy. The same study emphasized that traditional distribution
vehicles (Payload 6500–7900 L and 710–1490 kg for Van) have a higher load than electric
micro-mobility vehicles (Payload, 160–300 L and 170–210 kg for Cargo-Bike, 160–300 L and
170-200 kg for E-Cargo-Bike, 100–200 L and 180–250 kg for E-Scooter) and that conventional
distribution vehicles have ease of use compared to micro-mobility vehicles [25].

Although the input parameters differ in the literature studies, the same variables have
been used in many studies. Mainly environmental factors have been used in most studies.
The most important feature that distinguishes this study from other studies is that this study
analysed how micro-mobility vehicles, specifically e-scooter vehicles, are affected by input
variables. The factors used in other studies generally express the effects of input parameters
on micro-mobility vehicles such as e-scooters used for transportation. The effects of micro-
mobility vehicles on energy, cost, and environmental factors in package or mail delivery
were analysed with many sub-basic indicators. Numerical results were obtained by using
different methods for these analyses. In this study, we preferred ML algorithms for time
and energy cost estimations using e-scooter vehicles for package or mail delivery. ML
algorithms are more potent than traditional statistical methods for predictive data. Unlike
conventional statistical methods, ML algorithms enable the formation of predictive data
by recognizing the data with algorithms developed in the computer environment and
discovering the standard features between the data. Before obtaining the prediction data,
ML algorithms divide the existing data into a specific ratio and form the training and
training phases. ML algorithms, which learn the properties of the training data, make
predictions on the training data [26]. The accuracy of the forecast data is measured with the
values of the performance criteria, and the values of the forecast data are confirmed [27].
Detailed information about the features of this study that makes it different from other
studies is shown in Table 1. The common aspect of these studies is that they realize different
purposes of e-scooter use by using different ML algorithms. By revealing the differences
between the parameters used in this study and the variables used in the other study, the
effects of different ML algorithms on the e-scooter vehicles used for various purposes
were examined.
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Table 1. Features of selected studies related to this study.

Purposes Methods Country Variables Ref.

System modelling to
understand the input-output
relationship of an e-scooter
and rider system

ML algorithms,
Statistical analysis Germany Tire size, speed, rider mass, loading on

arms, ability to ascend the curb [28]

Forecasting demand for
e-scooters with high spatial
resolution

NN–decoder South Korea

Start time and start location of every
e-scooter usage, time and location log of
every (mobile) app execution, the size of
the grid

[29]

Developing a demand
forecasting model for the use
of shared e-scooters

LSTM South Korea Time, weather [30]

A dockless e-scooter demand
prediction model FCN Canada

Rent and return the e-scooter at any
location, time an e-scooter was rented, the
date, hour, day of the week, trip duration,
trip length, and starting/ending
geolocations (latitude, longitude)

[31]

Estimating greenhouse gas
emission reductions affected
by Shared micro-mobility
systems

kNN, LightGBM, LR,
RF, SVM, XGBoost United States Land use, weather, and temporal variables [2]

Forecasting the sharply
fluctuating and erratic
micro-mobility demand

GA, DLA South Korea The rental and return data [32]

A multi-criteria GIS-based
analysis proposal aimed at
planning priority networks for
e-scooters

Criteria selection Italy

Number of points of interest, closeness to
public transport stops and stations,
number of residents, number of
employees, number of accidents that
occurred, traffic flows attested by GPS
points, maximum road speed allowed

[5]

Estimating the usage efficiency
of e-scooters LR, ANN, RF Sweden

Start time of idle parking, Idle parking
occurring on weekdays or weekends,
Battery power of trip end, Distance to the
nearest motorway, Distance to the closest
pedestrian way, Distance to the nearest
residential way, Distance to the nearest
bus stop, Distance to the nearest POI,
density of POIs in the corresponding
administrative division unit, density of
bus stops in the corresponding
administrative division unit

[33]

Estimating hourly trips of
e-scooter pilots kNN, DT, RF United States

Time, days since pilot start, day type,
holiday temperature, rainfall, wind speed,
average transportation

[34]

Forecasting the delivery time
and energy cost of packages or
mail distributed with e-scooter

NN, kNN, GB, RF Turkey Demographic, weather, geographical,
time, operational, cost

This
study

Abbreviations: POI—point of interest; NN—Neural Network; GB—Gradient Boosting; kNN—k-nearest neigh-
bours; RF—random forest; LR—linear regression; SVM—support vector machine; GA—genetic algorithm; DLA—
deep learning algorithm; FCN—fully convolutional network; LSTM—long short-term memory; ANN—artificial
neural network; DT—decision tree.

ML algorithms have been developed for delivery time and energy cost estimation in
e-scooter use, considering environmental, operational, date, demographic information of
drivers, and geographical factors. The present study considers that 15 parameters under



Appl. Sci. 2022, 12, 12266 5 of 21

five different main factors are important in choosing an e-scooter for package or mail
delivery. In addition to the fact that the actual data of all parameters are within the scope
of a specific date, the daily number of transactions, the duration of the transaction, and
the daily distance travelled was used for each driver. By keeping the number and type
of data of the study large, we aimed to reduce the deviation rate in the forecast data and
to increase the consistency rates of the forecast data. Input parameters of studies were
generally determined to analyse electric mobility vehicle usage for studies for particular
purposes. One study used probabilistic behavioural models developed within random
utility theory, examining factors such as drivers’ demographics, drivers’ households, type
of use, and road conditions to analyse the effects that led to the use of e-micro mobility
for commuting [35]. Another study examined changes in physical activity, personal air
pollution exposure, and risk of fatal traffic accidents to measure the health effects of using
electric micro-mobility vehicles for adults residing in Barcelona [36]. Nigro et al. analysed
that using e-scooters or e-bikes up to 3 km on weekdays and weekends for out-of-home
trips in the city of Rome was associated with the distance factor [37]. Comi et al. suggested
that a micro-mobility network should exist by estimating micro-mobility potential demand
using input parameters such as journey type, journey length, journey travel time, stop
time at destination, and road characteristics using floating car data, and have suggested
designing a supply network for a micro-mobility system [38].

The ML models used in this study, the results of the concrete machine learning methods
used in the literature, and the performances of these methods differ according to their usage
areas. Chumachenko et al. analysed data types with different dynamics to obtain prediction
data using the RF, kNN, and GB model in the health field [39]. Another study developed a
learning-based adaptive evaluation method to load missing power data in an energy system
using the NN algorithm and estimated the missing power data using the model appearing
in the collected data [40]. Xiong et al. developed a kNN-based ML model to provide a
personalized adaptive thermal comfort environment to adapt to users’ preferences [41].
Another study addressed NN, MRA (multiple regression analysis), and CNDA (chaotic
nonlinear dynamic algorithms) models using solar radiation and air temperature data to
predict stream water temperature from available sources [42]. Food price prediction data
were obtained by analysing the factors affecting the price of a food product by using ML
algorithms from different fields [43,44]. ML algorithms significantly contribute to getting
concrete and validated predictive data, especially in analyses based on real data. This study
analysed real data with ML algorithms, and prediction data was obtained.

This study aimed to estimate the delivery time and energy cost of the e-scooter
application of the PTT unit by using NN, kNN, GB, and RF models from ML algorithms,
using environmental, geographic, and demographic inputs based on e-scooter drivers.
Although the output variables belong to test drives of drivers with e-scooter vehicles in
15 different cities in Turkey, the environmental and geographical data of the application
regions included in the study were used for the driving parameters. The results of this
study and the advantages of using e-scooter vehicles, which are among the micro-mobility
tools in the mail or package delivery industry, in terms of environment, cost, and energy
are discussed.

This research consists of five main parts, and is organized as follows: The general
information and literature review are included in the first part of the study to present the
contribution of the study to the literature and assert its difference from other studies. The
Section 2 consists of the study data and theoretical features of ML algorithms. The Section 3
shares ML algorithms’ performance evaluation results and estimation data. The significant
findings and suggestions of the study are discussed in the Section 4—the Section 5 of the
research shares some concluding thoughts and directions for future studies.
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2. Methodology
2.1. Data Compilation

This work evaluates the use of e-scooters in package and mail distribution in terms
of cost and time. The data of the study was obtained by the PTT (Turkish Post Office),
an official organization of Turkey. Data from 15 different cities (a total of 17 districts) in
Turkey were used. These cities with the e-scooter application are shown in Figure 1. The
data used in this study are the data of e-scooter test drives in different cities in Turkey.
The data of the variables in the study’s data set belong to the plot regions’ environmental
and geographical characteristics, as well as the demographic data of the drivers driving
e-scooter vehicles. In addition, as a result of the trial runs, output variable data of time
and energy parameters were obtained. E-scooter vehicles are used for package or postal
deliveries in the megacity of Istanbul as an application of plot zone [45]. It is planned to
expand the e-scooter application for mail or package delivery in other potential cities. The
cities where the study data are obtained have been considered potential regions by the
PTT’s widespread use of e-scooters for mail or mail delivery. The number of trips made by
e-scooter vehicles in these regions is defined as the number of packages or mail deliveries.
Data from different regions were used to compare the results obtained to verify the validity
of the methods developed for this study.
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This study aimed to evaluate the use of e-scooters for parcel or mail delivery in
terms of time and energy costs, considering the input parameters. Mail delivery time
and the energy cost required for delivery are considered output or independent variables
in this study. The datasets of the output parameters used for this study are provided in
Figure 2a,b. In this study, a total of 15 input parameters under four different headings were
determined and used to calculate the estimation data on the output variables (this study
dataset consists of 6269 records and 17 variables, including inputs and outputs). Different
input parameters were preferred under headings, such as demographic values of e-scooter
drivers, environmental factors, time characteristics (daily, monthly, and seasonal variables),
geographical features, and operation type.
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The machine learning (ML) algorithms are used to show the advantages of e-scooter
vehicles preferred by PTT in postal and package transportation in terms of time and cost
and to estimate the delivery time and energy cost of a package in the present study. ML
algorithms were preferred for showing the advantages of e-scooter vehicles selected by
PTT in mail and parcel transportation in terms of time and cost and to estimate the delivery
time and energy cost of a package depending on different input parameters. In the models
of ML algorithms, 15 input parameters with demographic, environmental, geographical,
time, and operational characteristics were used. A quantity of 6269 data were used for
the data volume of the preferred input and output parameters for ML algorithms. The
method flowchart and parameter properties of the methodology of the study are visualized
in Figure 3. In the continuation of this section, detailed information about the features of
the ML method and algorithms developed for the study is provided.
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2.2. Machine Learning Algorithms

The ML algorithms provide estimation data by using the connections between the data
of the variables unlike traditional statistical analysis methods. Some of the ML algorithms
play an essential role in the formation of estimation models as well as in calculating the
relations between the variables using the infrastructure of regression analysis methods.

The dependent variables of the ML algorithms used in this study have high predictive
power in terms of the data they have compared to the independent variables. In addition,
to verify the validity of the estimation results obtained in these models and to increase
the accuracy of the estimation result, the correct feature and hyperparameter selection
process of the algorithms has been carried out. Particularly by reducing the correlation
values between trees in ML algorithms, overfitting in the estimation data of ML algorithms
is prevented.

In this study, RF, GB, kNN, and NN models from ML algorithms were run, and
estimation data of the output variables were tried to be obtained. ML algorithms train
and test data sets at 80/20% (fixed proportion of data). The number of cross-validations,
subsets, and unused subsets for each model was designated as 10, 10, and 1, respectively.
The common features of each model are set as follows: data instances: 5016; features:
subregion, region, age, distance, temperature, humidity, package, rainfall, wind speed;
meta-attributes: ID, date; target: time and energy cost. Figure 4 shows the design of ML
algorithms according to output parameters. Detailed information on each algorithm is
provided later in this section.
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Orange ML computer software, open access, and an existing estimation program in
python software language were preferred for obtaining prediction data of output variables
in this study.

2.2.1. Random Forest (RF) Algorithm

The RF algorithm, developed by L. Breiman in 2001, adopts a classification and
regression method to obtain prediction data. This algorithm works by randomly selecting
decision trees and using the average values of the data of these trees to calculate the
prediction data. The most important feature of this algorithm is that it performs best
depending on extensive observation data and the number of multiple variables [46]. RF
develops a bootstrap sample from the training data by constructing a series of decision
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trees. Developing individual trees, this model designs an arbitrary subset of features from
which the best feature is chosen for separation [47]. RF works for both classification and
regression tasks. The parameters of this model are set as in Table 2.

Table 2. The parameters of RF algorithm.

RF Model Parameters

Number of trees 50
Maximal number of considered features Unlimited
Replicable training No
Maximal tree depth Unlimited
Stop splitting nodes with maximum instances 5

2.2.2. Gradient Boosting (GB) Algorithm

The GB algorithm, like RF, uses decision trees to predict output variables. The GB
algorithm is a statistical method that divides the input variables iteratively and creates
decision trees to obtain the estimation data of the output variables. The GB algorithm has
many features, such as preventing overfitting, not being affected by noise ratio, calculating
error rates with an internal mechanism, and working with categorical variables [48]. The
parameters of this model are constructed in Table 3.

Table 3. The parameters of GB algorithm.

GB Model Parameters

Method scikit-learn
Number of trees 100
Replicable training Yes
Learning rate 0.3
Maximal tree depth 6
Regularization strength 3
Fraction of features for each tree 1
Stop splitting nodes with maximum instances 2

2.2.3. k Nearest Neighbour (kNN) Algorithm

The kNN (k-Nearest Neighbours) algorithm offers powerful performance for non-
parametric data in the data set. The infrastructure of the kNN algorithm is the search
for the nearest neighbour of a query. The kNN algorithm finds the nearest neighbour
of an expression in the training verse and calculates the estimation data of the output
parameter [49]. In this algorithm, after a test sample is selected from the training data, a
classification is obtained by choosing the k sample closest to this sample [50]. The kNN
model is compassionate in determining the k value when determining the nearest neighbour
of a query [51]. However, since it is challenging to decide on the optimum k value, this
algorithm requires a long time [52]. The parameters of this model are shown in Table 4.

Table 4. The parameters of kNN algorithm.

kNN Model Parameters

Number of neighbours 5
Metric Euclidean
Weight Uniform

2.2.4. NN Algorithm

The working principle of the NN algorithm, which is the most preferred among ML
models, tries to calculate the prediction data by imitating the way the human brain works.
This algorithm tries to identify a set of common or fundamental relationships between
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data belonging to model parameters. The nature of this algorithm is based on neuronal
systems. The NN model does not need to redesign the output parameters by ensuring
that the input variables work harmoniously [53]. The NN model has three layers: input,
hidden, and output. The NN model processes the data sets of input and output variables
from the input layer, which are processed in the hidden layer. In the last step of this
algorithm, the estimation data of the output variables are calculated, and the estimation
cycle is completed [53]. The parameters of NN model are shown in Table 5.

Table 5. The parameters of NN algorithm.

NN Model Parameters

Hidden layers 100
Activation ReLu
Solver Adam
Alpha 0.0001
Max iterations 200
Replicable training True

2.3. Performance Evaluation Metrics

By processing the input parameters included in ML algorithms, four different perfor-
mance criteria are used to evaluate the accuracy and validity of the values of the estimation
data of the output parameters. Three of the four measurement criteria represent the margins
of error of the ML algorithms, while one represents the correlation coefficient (R2, percent-
age of accuracy). It is desirable that the RMSE, MSE, and MAE values, which represent
the margins of error, are small and the accuracy coefficient is high to verify the validity
of the results obtained from the ML algorithms. The lower the MAE, RMSE, and MSE
values of the performance criteria of ML algorithms, the better the algorithm prediction
performance [54]. The mathematical equations for the performance criteria are provided
below [55]:

Root mean square error (RMSE):

RMSE =

√
∑n

i=1
(
xo − x̃p

)2

n
, (1)

Mean squared error (MSE):

MSE =
1
n

n

∑
i=1

(xo − x̃p)
2, (2)

Mean absolute error (MAE):

MAE =
1
n

n

∑
i=1

∣∣xo − x̃p
∣∣, (3)

Correlations coefficient (R2):

R2 − 1 =
n

∑
i=1

[
xo − x̃p

xo − xp

]2

. (4)

where n represents the data volume of the data set (observations) used for the testing and
training phases, and the observation values are symbolized by xo. The symbols of x̃p and
xp signify the value of prediction and the mean of actual values, respectively [56].

A comparison of the measurement ratios of the absolute measurement error was
provided using RMSE, MAE, and AE calculations to evaluate the adequacy of the models.
These values estimate the relative error and accuracy if the ML models are assessed on
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different samples with different values. In addition, the R values of the ML models were
calculated, and the degree of closeness between the prediction data and the actual data
was measured.

3. Results

Using the PTT’s dataset, RF, GB, kNN, and GB algorithms from ML models were run
to estimate package or mail delivery time (min) and distribution energy cost by e-scooter
vehicles. Of the output data, 80% was used for training the models, and the remaining 20%
of the data set was used to evaluate the models’ estimation performance. The training phase
with 5016 data and the testing phase with 1253 data were carried out for ML algorithms
with these ratios. Both stages of ML algorithms were applied for the time and energy
output parameters of this study. The measurement parameter values of the algorithms are
discussed later in this section to evaluate the ML algorithm results.

3.1. The Results of Performance Evaluation Metrics

In e-scooter vehicle use, the test data used in ML algorithms to estimate the package
or mail delivery times and the distribution energy cost to the administration are shown in
Figure 5, being random.
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RF, GB, kNN, and NN algorithms developed for this study were tested in both phases
of the ML approach to analyse prediction data using actual data. The performance criteria
data of the algorithms were calculated to verify the validity of the predictive data obtained
from the ML algorithms. Performance measurement values of ML algorithms are generally
considered at four different levels. The performance criteria values of the data used in the
training phase and the results of the data used in the test phase are shared in Table 6. The
standard deviation (StDev) data of the train and test phases of the data in the data sets used
by ML algorithms were also calculated.
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Table 6. The comparison of performance evaluation metrics results based on the train and test data.

Output Features Algorithms

Performance Scores

Test Data Train Data

MSE RMSE MAE R2 StDev MSE RMSE MAE R2 StDev

Delivery time
(min)

RF 44.13 6.64 3.08 0.95 29.05 37.85 6.15 3.08 0.96 29.15
GB 70.69 8.41 4.74 0.93 28.96 70.69 8.41 4.74 0.93 29.34

kNN 132.55 11.51 6.22 0.86 28.62 132.55 11.51 6.22 0.86 28.53
NN 104.22 10.21 5.65 0.89 29.22 104.22 10.21 5.65 0.89 28.87

Energy cost

RF 0.00 0.02 0.01 0.95 0.10 0.00 0.03 0.02 0.92 0.10
GB 0.00 0.02 0.01 0.96 0.10 0.00 0.02 0.01 0.95 0.11

kNN 0.01 0.08 0.05 0.36 0.08 0.00 0.07 0.04 0.59 0.08
NN 0.01 0.08 0.05 0.40 0.11 0.00 0.04 0.03 0.86 0.11

The RF algorithm shows the best performance according to the performance mea-
surement metrics for the time output factor in the testing phase of ML algorithms. This
algorithm’s MSE, RMSE, MAE, and R2 values were calculated as 44.13, 6.64, 3.08, and
0.95, respectively. These are the smallest values for error margins and the largest for the
correlation coefficient among the values of other algorithms. Likewise, if the same output
parameter is in the training phase, the RF algorithm provides the best result compared to
different algorithms. MSE, RMSE, MAE, and R2 values of the RF algorithm performance
results of the time-factored training phase were calculated as 37.8510, 6.1520, 3.077, and
0.960, respectively.

Standard deviation data of test and train data sets obtained by ML models were
computed. For the train data set, the standard deviation data of the RF, GB, kNN, and NN
algorithms were calculated as 29.15, 29.34, 28.53, and 28.87, respectively. This standard
deviation data is realized for the time output parameter used in ML algorithms. For the
test data set of the same output variable, the standard deviation data of the RF, GB, kNN,
and NN algorithms were computed as 29.05, 28.96, 28.62, and 29.22, respectively. Among
the ML algorithms, the kNN model has the lowest standard deviation value for both time
and energy costs.

The standard deviation data of the test and train data sets obtained by the ML models
of the energy cost, which is the other output parameter of this study, were compared. For
the train data set, the standard deviation data of the RF, kNN, NN, and GB algorithms were
calculated as 0.10, 0.11, 0.08, and 0.11, respectively. For the energy output variable test data
set, the standard deviation data of the RF, KNN, NN, and GB algorithms were calculated as
0.10, 0.10, 0.8, and 0.11, respectively. Among the ML algorithms, the kNN model has the
lowest standard deviation value for both time and energy costs.

Energy cost draws attention to the choice of e-scooter vehicles as a package or mail
distribution vehicle. For the energy factor, the GB algorithm provided the best performance
according to the performance measurement metrics in the testing phase of the ML algo-
rithms. This algorithm’s MSE, RMSE, MAE, and R2 values were calculated as 0.001, 0.020,
0.010, and 0.960, respectively. These are the smallest values for error margins and the largest
for the correlation coefficient among the values of other algorithms. Likewise, in the train-
ing phase of the same output parameter, the GB algorithm shows the best result compared
to different algorithms. MSE, RMSE, MAE, and R2 values of the GB algorithm performance
results of the energy factor training phase were calculated as 0.001, 0.023, 0.011, and 0.954,
respectively. The NN model shows the worst mark among the ML algorithms operated
when considering the energy cost. The performance criteria values obtained for the test
phase of this model were calculated as 0.006, 0.078, 0.052, and 0.365, respectively. The
performance criteria values obtained for the training phase of the same output parameter
of the same algorithm were calculated as 0.005, 0.068, 0.043, and 0.587, respectively.

The performance values of ML algorithms are obtained from the estimation data to
generate estimation data of time and energy costs, which show the advantages of choosing
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e-scooter vehicles for mail or package delivery. Performance measurement metric values of
ML algorithms based on forecast data are shared in Table 7.

Table 7. The results of performance evaluation metrics result based on prediction stages.

Output Features Algorithms MSE RMSE MAE R2 StDev

Delivery time (min)

RF 177.10 13.31 6.85 0.82 27.98
GB 149.32 12.22 6.08 0.85 27.76

kNN 205.59 14.34 7.74 0.79 27.79
NN 172.42 13.13 7.16 0.82 27.09

Energy cost

RF 0.00 0.03 0.02 0.92 0.09
GB 0.00 0.02 0.01 0.96 0.08

kNN 0.01 0.08 0.05 0.37 0.08
NN 0.01 0.08 0.05 0.40 0.11

The GB algorithm has the best performance values for both time and energy costs
among the developed ML algorithms. For the time output parameter, the performance
measurement metrics of the GB algorithm were calculated as 149.32, 12.22, 6.08, and 0.845,
respectively. For the energy cost output variable of the same algorithm, the performance
measurement metrics of the GB algorithm were calculated as 0.001, 0.019, 0.009, and 0.963,
respectively. The kNN algorithm has the worst delivery time and energy cost performance
among the ML algorithms. For the time output parameter, the performance measurement
metrics of the GB algorithm were calculated as 205.59, 14.34, 7.74, and 0.786, respectively.
For the energy cost output variable of the same algorithm, the performance measurement
metrics of the GB algorithm were calculated as 0.006, 0.078, 0.052, and 0.365, respectively.

3.2. Comparison of Prediction and Actual Time Data

The validity of the ML algorithms was tested by comparing the estimation data of
the ML algorithms developed to evaluate the time factor in mail delivery of the e-scooter
tool and the actual data. The comparison of prediction data of the time-based output
variable with 1253 real data, which are also the test data for the ML algorithms, is shown in
Figure 6a–d.
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Considering the input parameters, one thousand two hundred fifty-three data were
tested to estimate the time parameter in the packet or mail delivery of e-scooter drivers.
As a result of utilizing the GB algorithm based on Figure 6b, it has been observed that the
difference between the actual and forecast data is minimal. The fact that the correlation
coefficient value of the GB algorithm is higher than the other algorithms and the error
margin values are lower had a significant effect on the estimation data. As a result, knowing
the input parameters and using the GB algorithm, the estimated value of package or mail
distribution with the e-scooter vehicle is closer to the actual data. Thus, the value of
the output parameter, which is be calculated with the changes that occur in the input
parameters, is vital for the future.

3.3. Comparison of Prediction and Actual Energy Cost Data

Energy costs have the largest share of expenses in mail or mail distribution. Most
distribution vehicles provide their energy by consuming oil or gas. Many negative aspects
of this type of energy have been scientifically discussed regarding cost and environmental
factors [57,58]. With what technology brings, both commercial and private use vehicles,
especially considering environmental factors, people are turning to the type of energy
provided by electricity. PTT, the official institution of Turkey and the country’s largest postal
or mail distribution company, aims to reduce energy costs and minimize its environmental
effects by expanding the use of e-scooter vehicles in many cities.

In this study, ML algorithms have been developed to estimate the energy cost of
package or mail distribution with e-scooter vehicles. One thousand two hundred fifty-three
test data were assessed with RF, GB, kNN, and NN algorithms and compared with accurate
data. Actual and forecast data for energy costs are shown in Figure 7a–d.

In this research, the cost of energy consumed by a package based on the input parame-
ters was calculated by using an e-scooter. It has been analysed that especially environmental
factors are influential on energy cost in input parameters. In particular, we can say that
the energy cost decreases as the air temperature decreases directly to the amount of energy
consumed. However, environmental factors such as air temperature, humidity, and wind
speed do not affect energy costs such as delivery address distance. Although the actual
energy costs are obtained without considering environmental, geographical, and other
conditions, Figure 7a–d generally shows a horizontal trend. The estimation data of ML
algorithms exhibits a non-linear trend. The prediction data of ML algorithms arrive at
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a prediction result by considering the input parameters and analysing the connections
between the data. For this reason, there is a non-linear trend in the results of the estimation
data of ML algorithms.
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The GB algorithm provides the best performance with the estimation data obtained by
ML algorithms according to the input parameter values. The GB algorithm also provides
the best estimation result in terms of both times and costs using an e-scooter in package
distribution. The kNN algorithm, which provides the worst values in the energy cost
estimation data, was calculated as RMSE, MSE, MAE, and R2 values of 0.006, 0.078, 0.052,
and 0.365. The use of e-scooters to reduce energy costs in package or mail delivery is
inevitable. However, the energy consumption required for e-scooters varies depending on
the input parameters. For this reason, especially in regions with different geographical and
environmental factors, ML algorithms developed before e-scooter application should be
analysed, and estimation results should be obtained. As a result of the estimation data, a
cost–benefit analysis should be made, and e-scooters in the mail or package distribution
should be recommended.
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4. Discussion

Today, mail or mail distribution continues to develop as an important business area
in both private and official sectors. These distribution sectors develop many application
methods to increase customer satisfaction and business quality. In postal or package
delivery, fast delivery in terms of customer satisfaction and minimum distribution cost
in the industry is desirable. In calculating the forecast data, ML algorithms, which are
very powerful forecast calculators developed using the statistical database, were used. By
choosing RF, GB, kNN, and NN algorithms from ML algorithms, the mail or mail delivery
time and the average energy cost of a package were estimated. By using 6269 data in these
algorithms, 80% of this data was used in the training phase, and 20% of all data was used in
the testing phase. These algorithms estimated 1253 data and compared them with accurate
data. The estimation data in terms of time and energy cost of e-scooter implementation
of these algorithms are compared and shared in Figure 8. The estimation data of the
time data of the e-scooter vehicles of the RF, GB, NN, and KNN algorithms show relative
values. In terms of energy cost, the estimation data of ML algorithms show a linear trend,
although they are partially close to each other. The prediction data of these algorithms
were validated according to the performance criteria. Therefore, the GB algorithm exhibits
the best performance among the ML algorithms run for both output parameters.
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It has been emphasized in other studies that the use of e-scooters in the package and
mail distribution process is more advantageous in terms of time and cost compared to
other distribution tools. Ayözen et al. calculated that the e-scooter vehicles used by the PTT
unit cost 0.51 TL (including energy, personnel wages, maintenance, etc.). Likewise, this
study emphasized that the energy cost required for package or mail distribution with an
e-scooter is meagre compared to other distribution vehicles (combivan, truck, motorcycle,
minivan, etc.) [45]. In this study, the energy cost of the e-scooter vehicle used to distribute
a package or mail was calculated as 0.125 TL on average. According to the test data, the
energy cost of the e-scooter vehicle was calculated as 0.121 TL, 0.120 TL, 0.124 TL, and 0.134
TL for the RF, GB, kNN, and NN algorithms, respectively. Among these algorithms, the
GB algorithm provides the lowest energy cost. Although the energy cost of the e-scooter
varies depending on many factors such as environmental, geographical, and driver, it is
understood that it is advantageous compared to other distribution vehicles.

It has been observed that the e-scooter application in package or mail distribution has
many advantages in terms of time. The use of e-scooters is advantageous, especially for
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regions with dense populations and settlements, considering many factors such as parking,
traffic, and free movement in side streets. However, use of e-scooter should be short in
terms of distance, and the responsibilities of the drivers for a particular area should be
determined. It has been determined that the short-distance e-scooter application is 20.21%
more advantageous than other vehicles (combivan, truck, motorcycle, minivan, etc.) in
package or mail distribution. According to the test data, the average package or delivery
times with the e-scooter vehicle were calculated as 26.28, 25.80, 26.16, and 25.91 for the
RF, GB, kNN, and NN algorithms, respectively. For all study data, the average delivery
time with the e-scooter was 25.98 min. The GB algorithm provided the closest value
to this time. According to the GB algorithm, the delivery time obtained by considering
different input parameters is 25.80 min on average. This period is valid for an average of 2.3
packages. The time required to deliver a package or mail with the e-scooter is approximately
11.21 min. The time required with the e-scooter preference for a package or mail delivery
was calculated as 11.61, 11.40, 11.56, and 11.45 for RF, GB, kNN, and NN, respectively. A
study estimated that e-scooter vehicles used as private vehicles cover a distance of 1.17 km
in approximately 7.3 min [59]. The relationship between the cost of energy consumption in
the mail and package distribution and the delivery time of packages or mail distributed
is shown in Figure 9. Using the study data, the correlation value between delivery time
and energy cost was calculated as +0.682 according to the Pearson correlation test (0.68 to
1.0, high/strong correlation, [60]). There is no direct relationship between delivery time
and delivery time due to many factors such as delivery location, environmental factors,
package size, and geographical situation. The fact that the delivery location is close or far
affects energy consumption, as well as the geographical situation of the location (such as
the presence of hilly and rough roads) on energy consumption.
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In this work, the time and energy cost values of e-scooter vehicles used in package
or mail delivery were estimated using ML algorithms, considering 15 different input
parameters. With the developed ML algorithms, important estimations will be obtained
for the regions where the e-scooter application is considered and will provide information
about the benefits of the application in terms of time and cost. Actual data were used
and compared to confirm the validity of the developed methods. Finally, we revealed
that the use of e-scooters is more advantageous than other distribution tools, and we have
presented an important source that the use of e-scooters is necessary in terms of cost and
time with the results of this study.

This study has some limitations. First of all, packages transported by e-scooter must
have a certain weight. Moreover, the use of e-scooters is only discussed for a short distance.
Fluctuations in different exchange rates are not considered for the energy cost. Only
energy cost is considered for local currency and data timeframe. Finally, the estimation
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data of the output parameters are valid for the time period of the input parameters. In
particular, variable weather parameters are affective on the forecast data, and the data of
environmental factors of the time are needed for the new forecast data.

5. Conclusions

The postal and package delivery industries are looking for new ways to make the
postal or package delivery process faster, safer, and less costly. The postal or parcel delivery
industries have agreed on two critical issues: cost and time. The two most important
objectives of these sectors are to deliver the packages on time, to gain customer satisfaction,
to reduce costs, and to prevent cost wastage. In today’s world, traditional distribution
vehicles are insufficient to meet the necessary needs in terms of time and distribution costs
in complex residential areas. In particular, distribution vehicles provide the energy required
for mail or package distribution in oil and gas. These two types of energy have adverse
effects in terms of both cost and environmental effects. With today’s technologies, they are
turning to electric vehicles for private transportation and short-distance logistics services.
For low-calibre postal products, the PTT company preferred e-scooters and started using
them in different regions of Turkey. This study estimated time and energy costs for various
areas by analysing the e-scooter data used in Turkey.

In this research, ML algorithms estimate the delivery time of the preferred e-scooter
delivery vehicle for mail and package delivery and the energy cost required for distribution.
We used our collected data and applied multiple machine-learning methods to determine
the most accurate model regarding delivery times and energy costs of preferred e-scooter
vehicles for mail and parcel delivery. The GB algorithm showed the best performance
among the ML algorithms. The performance criteria values were calculated and shared
to verify the validity of the results of the GB algorithm in this study. GB algorithm has
the highest R2 and lowest MSE, RMSE, and MAE values compared to other algorithms.
The R2, MSE, RMSE, and MAE values for the GB algorithm distribution time have 0.845,
149.32, 12.22, and 6.08, respectively. In the same algorithm, R2, MSE, RMSE, and MAE
values for energy costs were calculated as 0.953, 0.001, 0.019, and 0.009, respectively. The
kNN algorithm provided the worst value for the delivery time and energy cost estimation
results required using an e-scooter for parcel or mail delivery. The R2 value of the kNN
algorithm for both variables were calculated as 0.786 and 0.365, respectively.

In this study, the average energy cost for the distribution of a package with e-scooter
delivery vehicles was calculated as 0.125 TL. In another study, the average energy cost
for the package distribution in combivan and motorbike vehicles, which are traditional
distribution vehicles, was calculated as 1.73 and 0.61 TL, respectively [45]. It has been
determined that the delivery time of a package to short-distance delivery addresses using
e-scooter vehicles is 20.21% shorter than other traditional delivery vehicles [45]. In addition,
e-scooter vehicles cause fewer emissions than conventional vehicles used for distribution.

The scientific novelty of this study lies in the efforts to show that these distribution
vehicles are more advantageous than the classical distribution vehicles by using the data of
e-scooter vehicles, which are among the micro-mobility vehicles that provide advantages
in terms of environment, cost, and energy in mail or package distribution based on ML
algorithms. Contrary to other studies, this article provides an analysis of large data types
such as environmental, geographic, and demographic of micro-mobility vehicles in different
regions, unlike traditional delivery vehicles in mail and parcel delivery.

The estimation data from the developed algorithms differ in the time and energy
cost of using an e-scooter according to input parameters. With these models we offer, it
is crucial to estimate the values that the use of e-scooter provide in different regions and
with various factors. By adopting the shared e-scooters system, administrators can use ML
algorithms for the optimum allocation of e-scooters to maximize the number of package or
mail delivery in the shortest time and with minimal energy cost.
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