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Abstract: In this paper, we adjust the hyperparameters of the training model based on the gradient
estimation theory and optimize the structure of the model based on the loss function theory of Mask
R-CNN convolutional network and propose a scheme to help a tennis picking robot to perform
target recognition and improve the ability of the tennis picking robot to acquire and analyze image
information. By collecting suitable image samples of tennis balls and training the image samples using
Mask R-CNN convolutional network an algorithmic model dedicated to recognizing tennis balls is
output; the final data of various loss functions after gradient descent are recorded, the iterative graph
of the model is drawn, and the iterative process of the neural network at different iteration levels is
observed; finally, this improved and optimized algorithm for recognizing tennis balls is compared
with other algorithms for recognizing tennis balls and a comparison is made. The experimental
results show that the improved algorithm based on Mask R-CNN recognizes tennis balls with 92%
accuracy between iteration levels 30 and 35, which has higher accuracy and recognition distance
compared with other tennis ball recognition algorithms, confirming the feasibility and applicability
of the optimized algorithm in this paper.

Keywords: target recognition; deep learning; gradient estimate; hyper-parameter; loss function

1. Introduction

A national sport that evolved from traditional European aristocratic sports, tennis
has become so popular worldwide for its unique spectacle and intense rivalry that it has
overtaken basketball and volleyball as the second most popular sport in the world [1]. As
tennis continues to grow, more and more people are joining the sport, resulting in many
tennis stars and tennis enthusiasts. According to statistics, there are more than 10 million
tennis fans and more than 100,000 tennis courts in China, growing at a rate of around
12% per year [2]. The number of people using tennis balls has increased dramatically, so
it would take a lot of energy and time to pick up the tennis balls scattered around the
court. Moreover, existing ball picking equipment cannot help reduce labor cost well. As a
result, the use of robots to automatically identify and pick up tennis balls has become an
increasingly popular demand [3,4].

Among them, there are various methods that can be applied to the autonomous
recognition of tennis balls by robots, such as: direct recognition of the color and contour of
tennis balls by the camera; and training of images of tennis balls using a cascade classifier
on OpenCV. For example, in the literature [5] we relied on the color and contour classifier to
recognize the target which is simple and efficient with less preparation, but only guarantees
good recognition under ideal conditions such as stable camera operation, open field of view,
no interference and clutter, good ambient light, etc., i.e., the anti-interference capability is
not strong; then, in the literature [6] we relied on the cascade classifier to recognize the target
which improved the anti-interference capability and detection efficiency, but recognition
distance is shorter and requires more preparation work. Combining the advantages and
disadvantages of the above methods, the deep learning method is chosen to train the image
samples of tennis balls, which can ensure the anti-interference ability and recognize tennis
balls at longer distances, and the recognition algorithm has strong robustness [7].
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Based on deep learning, the corresponding neural network is designed and optimized
to improve the recognition rate of the algorithm for tennis balls on outdoor places. For the
problem of uneven lighting in outdoor places, the tennis ball image samples in different
states are first collected, and then the sample data set is pre-processed [8]; for the problem
of complex backgrounds and more people moving in outdoor places, the training data
need to be correctly labeled. There exist many simple and effective neural networks for
classifying targets and interferers in the input images using deep learning, for example, the
improved Faster R-CNN is used in the literature [9] for target recognition, which improves
the efficiency of target detection; however, its detection efficiency for small objects is low
and there is an overfitting problem. Considering that the experiments described in this
paper were conducted outdoors and the camera was moving most of the time, the Mask
R-CNN convolutional network with one more mask branch for instance segmentation
than the Faster R-CNN was chosen to optimize the recognition tennis algorithm. Mask
R-CNN improves the convergence speed of the training model and saves training time by
introducing weighted feature fusion of feature layers at different scales and improves the
recognition efficiency of tennis balls as much as possible while ensuring the recognition
accuracy of the algorithm for tennis balls [10].

In this paper, we design and optimize a deep learning algorithm system for tennis
ball recognition that can be applied to intelligent tennis ball picking robots by referring to
the literature of machine vision and computer vision. The rest of this paper is as follows:
the basic composition and principles of deep neural networks are discussed in Section 2;
the algorithmic model for robot recognition of tennis balls is designed and optimized in
Section 3; the designed model is experimented and tested in Section 4; finally, the paper is
concluded in Section 5.

2. Convolutional Neural Networks

Before discussing neural networks, it is important to clarify the basic idea of deep
learning: a collection of algorithms for modeling highly complex data through multilayer
nonlinear transformations [11]. As the basis of convolutional neural networks, artificial
neural networks are complex networks composed of a large number of interconnected neu-
rons with a high degree of nonlinearity, capable of performing complex logical operations
and systems with nonlinear relational implementations [12]. Each neuron represents a
specific output function called the activation function while the connection between every
two neurons represents the weighted value of the signal passing through that connection,
called the weight. Different weights and activation functions result in different outputs of
the neural network.

As shown in Figure 1, the artificial neural network mainly consists of input layer
(Input), output layer (Output), and hidden layer (Hidden). The i1, i2, and i3 in Figure 1 are
the input layers, which are neurons receiving a large number of nonlinear input vectors
(x1, x2, x3); the output layers o1 and o2 are the receiving units of the last layer to which
the information flows after being transmitted, analyzed, and weighed in the link of the
antecedent neurons, and are responsible for outputting the final result; the hidden layers
are the neurons between the input and output layers with many neurons (h1, h2, h3, and
h4) with weights wij constitute the various layers, which are the features of the input data
abstracted to another dimensional space, thus better dividing the features linearly; if more
than one hidden layer exists, it means there is more than one activation function whose
ultimate purpose is to better linearly divide different types of data [13].

The convolutional neural network based on artificial neural network is a deep neural
network with convolutional structure [14], which acts as a neural structure for multilayer
supervised learning, uses gradient descent to minimize the loss function, and adjusts the
weight parameters in the network in reverse layer by layer to improve the accuracy of the
network. Convolutional neural network can better adapt to the feature structure of the
image, which helps feature extraction and classification. The sharing of weights can reduce
the training parameters of the network and make the neural network structure simple and
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applicable. As shown in Figure 2, the convolutional neural network mainly consists of an
input layer, a convolutional layer, a pooling layer, a fully connected layer, and a Softmax
layer [15].

Figure 1. Artificial neural network.

Figure 2. Convolutional neural networks.

3. Experimental Method of Recognition Algorithm

This section is divided into three parts. In the first part, we briefly describe the experi-
ments on tennis ball recognition based on color-and-contour-based traditional recognition
algorithms. In the second part, we also briefly describe the experiments on tennis ball
recognition based on cascade classifier. Finally, we focus on the experiments of Mask
R-CNN convolutional network-based recognition algorithm for tennis balls.

3.1. Recognize Tennis Balls Based on Color and Contour Classifier

The robot identifies and segments pixels on the image that match the color charac-
teristics of the tennis ball by a recognition algorithm based on the HSV color space and
displays the tennis ball by a Hough circle transformation that distinguishes the pixels of the
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round contour object from other pixels on the image [16,17]. Among them, Figure 3 shows
the color space distribution of HSV; Figure 4 shows the recognition algorithm detecting
the image boundary of the tennis ball and drawing it as a circular contour (red circle in
Figure 4) by using the Hough circle function, thus drawing the center of the circle of the
contour by the radius (blue arrow in Figure 4) and outputting its pixel coordinates (a, b in
Figure 4). In conclusion, under certain conditions, the robot can simply identify tennis balls
by color and contour.

Figure 3. HSV color space.

Figure 4. Hoff gradient method to detect round.

Figure 5 shows the identification of tennis balls by color.
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Figure 5. HSV color space-based recognition of tennis balls. (a) Original image; (b) recognition
effect picture.

Figure 6 shows the identification of tennis balls by contour.

Figure 6. Hoff circle gradient method for detecting tennis balls.

Figure 6 shows that after the tennis balls are detected using the Hoff circle gradient
method, the recognition algorithm marks the number on each recognized tennis ball image
for the researchers’ observation in order to count the number of tennis balls. In this case,
the locations labeled with numbers 11 and 12 in Figure 6 are incorrectly drawn with
circular outlines, which is a limitation of the Hough circle detection method that incorrectly
identifies some clutter as tennis balls.

The robot recognizes tennis balls by the algorithm of color and contour features, which
can only guarantee a good recognition effect under the ideal conditions of stable camera
operation, open field of view, no interference and clutter, good ambient light, etc. If the
background color is similar to the tennis ball color, the recognition effect is not obvious;
secondly, the use of contour recognition tennis ball may identify some irrelevant items in
the background.
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3.2. Cascade Classifier-Based Recognition of Tennis Balls

Cascade classifier as an object detection method cleverly uses the Boosting algorithm,
which is very good at detecting rigid objects from a specific viewpoint, and is a method to
improve the accuracy of the algorithm by learning multiple times, boosting weak classifiers
to strong classifiers, and iterating by providing weights to the training samples in each
round of learning to finally reach a predetermined, sufficiently small error rate [18].

The cascade classifier is used to generate its own object classifier, firstly, positive and
negative samples of tennis balls are collected (the tennis balls occupy the main pixel part in
the images of positive samples, while the images of negative samples do not contain tennis
balls), as shown in Figure 7 for the positive and negative samples of tennis balls collected
in this paper; then the sample images are grayed out and normalized, using two executable
files under opencv, opencv_ createsamples.exe and opencv_traincascade.exe to generate
the image description file, that is, the positive and negative training samples; finally, enter
the command in the terminal, set the corresponding parameters for training, and generate
the training file.

Figure 7. Positive and negative sample description files. (a) Positive Sample, (b) negative sample.

As shown in Figure 8, the camera is turned on to acquire the image, and the trained
detection model can be used to identify the tennis balls in the image.

Figure 8. Cascade classifier-based recognition of tennis balls.
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The use of cascade classifier has a higher recognition rate than only using color and
contour features to identify tennis balls and will not easily regard objects with similar color
or contour as tennis balls; however, there are strict requirements on recognition distance
and ambient light, and factors such as far distance, strong or weak light, and the proximity
of other objects with similar color or contour can easily lead to poor recognition effect of
cascade classifier. Therefore, it is also necessary to consider the design of a scheme that is
less affected by the environment, i.e., stronger anti-interference ability, and on this basis
the recognition distance of the robot can be farther to ensure that the robot can obtain the
location information of the tennis ball smoothly and efficiently in the actual tennis ball
picking operation.

3.3. The Recognition Algorithm of Tennis Ball Based on Deep Learning

In the practical application of deep learning method, the characteristics of samples,
the size of sample batches, the setting of hyperparameters, data pre-processing, gradient
estimation, etc., are all important factors that need to be studied and analyzed. Some factors’
proper training zones even cannot be determined until they are tested many times by deep
learning [19].

We built an Anaconda virtual environment on a computer workbench before training
the features of tennis samples, and then built Tensorflow deep learning framework on the
basis of this virtual environment. Tensorflow is a symbolic mathematical system based
on data programming, which is widely used for programming various machine learning
algorithms, and its predecessor is Google’s neural network algorithm library DistBelief.

The experimental workflow is as follows:

1. Acquiring samples is a very important step before carrying out deep learning work.
Suitable samples can better reflect the main features of the object to be recognized
and help in the establishment of the training model. Before training the model, the
author collected a total of more than 1000 samples of original tennis images with dif-
ferent lighting conditions, different background information, and different distances,
respectively. In order to increase the number of image samples for training, the data
expansion operation (horizontal mirror flip and vertical mirror flip) is performed on
these 1000 tennis images so that the number of tennis image samples exceeds 3000,
taking into account the different states of the tennis ball in the actual situation as much
as possible to ensure that the robot can have a better recognition rate of the tennis ball
in the actual work of picking up the tennis ball.

Some of the tennis ball image samples collected by the author are shown in Figure 9.
Considering the characteristics of deep learning, only one tennis ball is included in each
image, which is to highlight the main features of the tennis ball and to avoid the computer
recognizing several tennis balls as a whole, which is beneficial for the robot to distinguish
multiple tennis balls in the ingested image recognition [20].

2. After acquiring the image samples, the samples need to be pre-processed to express
the target to be recognized with the subject features of the target in the form of data.
The generated expression data are recorded on the corresponding files, which are
used in deep learning to train a training model dedicated to the recognition of tennis
balls, because the distribution range of the feature taking values of each dimensional
feature of the sample often varies widely due to the different sources and units of
measure, and when calculating the Euclidean distance between different samples the
features taking larger values play a dominant role [21]. Therefore, the deep learning
method based on similarity comparison requires data pre-processing of the samples
to normalize the features of each dimension to the same interval, which eliminates
the correlation between individual features and thus obtains a better training result.
However, the object to be recognized in this paper is only a tennis ball, which is
round in the image, and the color and pattern of each tennis ball are not obviously
different from each other, so the data pre-processing of the tennis ball sample needs
to make the outline of the tennis ball distinguish from the background, and the color
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of the tennis ball also needs to be distinguished from other objects through special
processing, combining the two aspects of appeal to peel the tennis ball from the image
background so as to facilitate the subsequent model training.

Figure 9. Sample tennis ball images.

In this paper, we use the labeling tool, labelme, to label the tennis balls in the collected
sample images by carefully depicting the outline of the tennis balls in the images to
distinguish them from the background of the images, save the labeling results to generate
json type files, and transform these json type files to generate the description files for
training. The saved json file and the converted description file are shown in Figure 10.

Figure 10. Json files and the description files.

However, the above annotation method is manual annotation, and the image samples
collected by the author are large, and it takes a lot of time to annotate all images manually,
and the accuracy of subsequent annotation may be significantly reduced because there are
too many image samples to be annotated and human energy is limited. Therefore, to reduce
the workload of the experimenter and to improve the quality of the annotated images at
the same time, the theory of the detection Hoff circle algorithm in OpenCV is introduced.

The equation of the circle in the Cartesian coordinate system is:

(x− a)2 + (y− b)2 = r2 (1)

As shown in Figure 11, a particular circle in the Cartesian coordinate system is uniquely
determined by three parameters (x-coordinate, y-coordinate, and radius r of the circle). To
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detect a circle, the circle is transformed from the Cartesian coordinate system to the Hough
space, i.e., a circle in the Cartesian coordinate system is transformed into a point in the
Hough space, and a point of a circle in the Cartesian coordinate system is transformed into
a cone in the Hough space. When using the Hough circle detection theory, the Canny edge
detection is first performed on the original image to obtain the binary map, and then the
Sobel operator is executed so that the domain gradient values of all pixels are calculated,
and finally the circle center and radius of the circle in the image are estimated [22].

Figure 11. Circles in the Cartesian coordinate system.

Therefore, the image sample pre-processing steps are as follows:

1. First, some highly defined and distinctive tennis image samples are labeled using
labelme as shown in Figure 12, and the description files generated from these samples
are subjected to deep learning to generate a simple training model with a large number
of parameters;

2. Then use these models to generate masks, and then use OpenCV’s detection Hough
circle image theory to find the boundaries of the masks, and write these aliased nodes
found to json files;

3. Finally, use labelme to read in these json files and correct their boundary data.

This significantly reduces the workload of human calibration of the tennis image samples.
At the same time, since the tennis ball has a circular outline with clear and simple

features, the corrected boundary data fit more closely to the pixel boundary values of the
tennis ball in the image sample, making the accuracy of annotation higher compared with
that of manual annotation.

3. Once the pre-processing of tennis image samples is completed and checked, the
description file generated by the above annotation can be trained and learned using
the corresponding deep learning algorithm to generate a training model specifically
for tennis ball recognition. In this paper, we set up the Anaconda virtual environment
on the computer workbench before training the tennis ball image samples, and then
build the Tensorflow deep learning framework on the basis of this virtual environment.
Tensorflow is a symbolic mathematical system based on data programming and is
widely used in the programming of various machine learning algorithms.
As shown in Figure 13, Mask R-CNN is a simple, flexible, versatile, and fast instance
segmentation framework, which is based on the Faster R-CNN framework of con-
volutional neural networks. The mask branch is a small full convolutional network
on Region of Interest ((RoI) which means “box on feature map”), parallel to the clas-
sification and border regression branches that generates high quality segmentation
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masks on a pixel-by-pixel predictive basis on each RoI, but the increase in computa-
tional effort is not significant [23]. Referring to Figure 2, the Faster R-CNN is a fully
connected layer of the convolutional neural network based on Figure 2 followed by
a classification branch and a regression branch, while the Mask R-CNN is a mask
branch added to the Faster R-CNN in parallel with the classification branch and the
regression branch.

Figure 12. Sample of marked tennis images.

Figure 13. The Mask R-CNN framework.

As shown in Figure 14, the black part is the original Faster R-CNN network structure,
and the red part is the modified mask part based on the Faster R-CNN network, thus
forming the Mask R-CNN network.

Before training the image samples, we also need to pay attention to the loss function
of the training model. The loss function is used to estimate the degree of inconsistency
between the predicted and true values of the model, and the smaller the loss function, the
better the robustness of the model. As the loss function is mainly used in the training phase
of the model, after each batch of training data are input to the model, the predicted value is
output through forward propagation, and then the difference between the predicted value
and the true value is calculated through the loss function, which is the loss value; after the
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loss value is obtained, the model updates each parameter through backward propagation to
reduce the gap between the true value and the predicted value so that the predicted value
generated by the model is closer to the true value. The model is then back-propagated to
update each parameter to reduce the difference between the true value and the predicted
value, so that the predicted value generated by the model is closer to the true value, thus
achieving the purpose of learning [24].

Figure 14. Adding mask branches based on Faster R-CNN framework.

The literature [25], a paper published by Kaiming He et al. to improve the generated
Mask R-CNN based on Faster R-CNN, explains in detail the process of generating Mask
R-CNN based on Faster R-CNN and summarizes the loss functions of Faster R-CNN and
Mask R-CNN. Therefore, in order to reasonably combine different loss functions, bring into
play the advantages of each loss function, and construct a distance-based or probability
distribution-based measure of feature space that best expresses the main features of the
data, the Mask-RCNN chosen to be used in this paper as a multi-task instance segmentation
network model is to add a branching network to the Faster-RCNN, i.e., to the Faster RCNN
model is covered with a mask to segment the target pixels while achieving target detection.
Therefore, the loss function of the model is calculated by adding the mask loss to the bbox
regression loss and the class loss.

L = Lbox + Lcls + Lmask (2)

As shown in Formula (2), the first two terms (Lbox, Lcls) of the combined Mask R-CNN
loss function are the same as those of the Faster R-CNN loss function. the loss of Faster
R-CNN is mainly divided into the loss of RPN and the loss of Fast R-CNN, and both RPN
loss and Fast R-CNN loss include classification loss and regression loss. Their specific loss
function formulas are shown in Formula (3):

L = Lbox + Lcls = λ
1

Nreg
∑i p∗i Lreg(ti, t∗i ) +

1
Ncls

∑i Lcls(pi, p∗i ) (3)

Lcls =
1

Ncls
∑i Lcls(pi, p∗i ) (4)

Let us first discuss the classification loss function Lcls. As shown in Formula (4), where
the RPN network generates anchors that are divided into foreground and background only,
with the label of foreground being 1 and the label of background being 0. In the process of
training RPN, 256 anchors are selected, and Ncls that is 256. The loss here is the classical
binary cross-entropy loss, pi is the anchor predicted as the target. The probability of the GT
label is:

p∗i =

{
0 negative label
1 positive label

(5)
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p∗i is 1 in the presence of objects (positive) and 0 in the absence of objects (nega-
tive), meaning that only the foreground is computed as loss and the background is not
computed as loss. Moreover, Lcls(pi,p∗i ) is the logarithmic loss for both categories (target
and non-target).

Lcls(pi, p∗i ) = −log[p∗i pi + (1− p∗i )(1− pi)] (6)

The classification loss of RPN is the cross-entropy loss of binary classification, while
Fast R-CNN is the cross-entropy loss of multi-classification. A total of 128 RoIs are selected
in Fast R-CNN during training, i.e., Ncls = 128, and the values of labels are 0 to 4.

Lbox = λ
1

Nreg
∑i p∗i Lreg(ti, t∗i ) (7)

Regarding the regression loss function Lbox, as shown in Formula (7), where ti = {tx,ty,tw,th}
is a vector representing the offset predicted by the anchor, RPN training phase (RoIs, Fast
R-CNN training phase), and x, y, w, and h represent the center coordinates, width, and
height of the anchor box anchor, respectively. t∗i is the same dimension as ti vector that
represents the actual offset of anchor, RPN training phase (RoIs, Fast R-CNN training
phase) with respect to GT:

Lreg(ti, t∗i ) = R(ti − t∗i ) (8)

R in Formula (8) is the function, with the difference that here σ = 3, RPN training phase
(σ = 1, Fast R-CNN training phase):

smoothL1(x) =
{

0.5x2 ∗ 1/σ2 i f |x| < 1/σ2

|x| − 0.5 otherwise
(9)

Among them,
x = ti − t∗i (10)

For each anchor, p∗i is multiplied after calculating the part. As mentioned before, p∗i is
1 in the presence of objects (positive) and 0 in the absence of objects (negative), implying
that only the foreground is calculated as loss and the background is not. The parameter
can be interpreted as a weight parameter introduced to balance the classification loss and
the regression loss.

Finally, the mask loss function is discussed. For each RoI, the mask branch has an
output of K ×m ×m dimensions, which encodes K masks of size m ×m, and each RoI has
K categories. We use the per-pixel sigmoid and define it as the average binary cross-entropy
loss. An RoI corresponding to the kth category in GT is defined only over the kth mask
(the other k-1 masks output no contribution to the overall loss). Our definition allows the
network to generate a mask for each class without competing with other classes; we rely on
the class labels predicted by the classification branch to select the output mask. This differs
from semantic segmentation using FCN, which typically uses a per-pixel sigmoid and a
multinomial cross-entropy loss, in which case there is competition between masks; since
we use a per-pixel sigmoid and a binary loss, there is no competition between the different
masks. Experience shows that this can improve the effectiveness of instance segmentation.
The specific formula for the loss function of the mask is shown in Formula (11):

Lmask =
1

m2 ∑K
i

(
1k
)

∑m2

1 [−y ∗ log(sigmoid(x))− (1− y) ∗ log(1− sigmoid(x))] (11)

where 1k means 1 when the kth channel corresponding to the target is the real category,
otherwise 0; y means the label value of the mask at the current position, 0 or 1; x means
the output value at the current position, and sigmoid(x) means the result of the output x
transformed by the sigmoid function.

After the loss function is combined, the best optimization method is found by the
special layer of target detection (RoIAlign), the number of GPU cores, the total number of
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iterations of the model, the number of rounds in each iteration (one round for updating the
training set samples), the number of training steps in each round, the number of check steps
in each round, the fine-tuning parameters of the rounds, etc. RoIAlign is a regional feature
aggregation method to solve the problem of region mismatch caused by twice quantization
in the RoI pooling operation in neural networks, and to improve the model accuracy by
generating a fixed range of features [26]. The rest of the iterative layers and rounds are
used to tune the structure of the model and improve the learning efficiency and stability of
the model [27].

4. Experimental Results and Analysis

All the tests in this work are carried out on the same hardware and software platform.
The environmental parameters are listed in Table 1.

Table 1. Hardware and software parameters.

CPU Intel(R) Core (TM) i7-10750H CPU @ 2.60 GHz

Hardware
environment

RAM 16 GB

Video memory 16 GB

GPU NVIDIA GeForce GTX 1650 Ti GPU

Software
environment

OS Windows 10

CUDA V10.0;

CUDNN V8.1.1;

Python 3.8.8

As shown in Figure 15, the internal process of training tennis image samples based on
Mask R-CNN convolutional network model is as follows:

Figure 15. Training flowchart.

1. Input the pre-processed image samples into the pre-trained neural network so as to
obtain the corresponding feature map;

2. Predetermine an RoI for each point in this feature map so as to obtain multiple
candidate RoIs;
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3. Feed these candidate RoIs into the RPN network for binary classification (foreground
or background) and BB regression to filter out some of the candidate RoIs;

4. Perform RoIAlign operations on these remaining RoIs (i.e., first corresponding the
coordinates of the original image and the feature map, and then corresponding the
features of the feature map to the original image);

5. Transfer the RoI of these RoIAlign operations into the mask region (mask branch in
Figure 15) and the fully connected layer region of the convolutional network, respectively;

6. Use the RoIs transmitted into the fully connected layer in the fully connected layer
to map the feature space computed by the convolutional and pooling layers into the
sample tag space, thus enabling these RoIs to perform regression and classification
operations (box regression and classification in Figure 15). In this case, perform FCN
operations inside each RoI.

The loss function data of the training models at different iteration levels were recorded
by setting the number of ROIs per sample in Mask R-CNN convolutional network and
Faster R-CNN convolutional network to 100, the number of GPU cores to 2, 100 rounds
of iterations per layer, 100 training steps per round, 50 calibration steps per round, and
10 fine-tuning parameters per round. Since Mask R-CNN is formed based on Faster R-CNN
with the addition of mask branches which are parallel to the classification and regression
branches, their classification loss functions and regression loss functions are the same, so
the classification loss functions and regression loss functions of the models trained based on
these two neural networks can be compared separately. In order to show the comparison
results more intuitively, the more representative loss function iteration charts are selected
in Figures 16–21:

(1) The total number of iterations of the model is 10:

Figure 16. Mask R-CNN loss function 1. (a) Class loss (b) bbox loss.

Figure 17. Faster R-CNN loss function 1. (a) Class loss, (b) bbox loss.

(2) The total number of iterations of the model is 20:
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Figure 18. Mask R-CNN loss function 2. (a) Class loss, (b) bbox loss.

Figure 19. Faster R-CNN loss function 2. (a) Class loss, (b) bbox loss.

(3) The total number of iterations of the model is 30:

Figure 20. Mask R-CNN loss function 3. (a) Class loss, (b) bbox loss.

Figure 21. Faster R-CNN loss function 3. (a) Class loss, (b) bbox loss.
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Figures 16–21 show the iterative plots of classification loss function and regression loss
function of Mask R-CNN and Faster R-CNN under different iteration levels of the models,
respectively. Among them, the blurrier curves in Figures 16–21 are the actual decreasing
curves of the loss function, and the brighter lines are the smoothed curves after setting
the smoothing factor to 0.6, which makes the decreasing process of the loss function more
intuitive. Moreover, the grids in some of these charts are denser, which is because some of
the loss functions drop to very small, and the generated charts are somewhat adjusted and
compressed in order to represent these points clearly.

Since Mask R-CNN has more mask branches than Faster R-CNN, Mask R-CNN also
needs to calculate the loss function value of the mask. The loss function curves of Mask
are plotted in Figures 22–24 (where Figure 22 is consistent with the parameter settings of
Figure 16, Figure 23 is consistent with the parameter settings of Figure 18, and Figure 24 is
consistent with the parameter settings of Figure 20):

Figure 22. Mask loss of Mask R-CNN 1.

Figure 23. Mask loss of Mask R-CNN 2.
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Figure 24. Mask loss of Mask R-CNN 3.

The final values of various loss functions of Mask R-CNN at different iteration levels
in the experiments are summarized in a table for comparison, as shown in Table 2:

Table 2. Detailed loss function data of Mask R-CNN at different iteration levels.

The Number
of Iterations 5 10 15 20 25 30 35

bbox loss 0.15360 7.2653 × 10−3 4.9997 × 10−3 3.5553 × 10−3 3.5126 × 10−3 3.0002 × 10−3 2.2143 × 10−3

class loss 8.1305 × 10−3 3.635 × 10−3 5.0013 × 10−3 3.3652 × 10−3 3.9756 × 10−3 1.5025 × 10−3 3.5784 × 10−3

mask loss 0.05362 0.04127 0.03597 0.03423 0.03362 0.03253 0.03155
loss 0.09865 0.05623 0.05123 0.04864 0.04556 0.04376 0.04289

The effectiveness of the improved and optimized Mask R-CNN convolutional network-
based recognition tennis algorithm is summarized and compared with the traditional
color-and-contour-based recognition tennis algorithm, cascade classifier-based recognition
tennis, and Faster R-CNN convolutional network-based recognition tennis algorithm for
practical detection, which can be obtained in Table 3:

Table 3. Comparison of tennis ball recognition results using different recognition algorithms.

Training
Method

Total Loss
Function

Number of
Accurate

Number of
Error Accuracy Rate % Detection

Speed/ms
Recognition

Distance/mm

Color and contour 0.50863 12 38 24 698.7 1000
Cascade classifier 0.01136 21 29 42 372.2 1500

Faster R-CNN 0.05923 38 12 76 180.4 3000
Mask R-CNN 0.04376 46 4 92 236.5 5000

As shown in Table 3, the Mask R-CNN-based convolutional network improved and
optimized recognition tennis algorithm has higher recognition accuracy and longer recog-
nition distance for tennis balls than other recognition tennis algorithms. However, the
recognition speed of the Mask R-CNN-based recognition algorithm is lower than that of the
Faster R-CNN-based recognition algorithm, because the Mask R-CNN-based recognition
algorithm also must predict the value of the mask, i.e., the optimization algorithm used
in this paper sacrifices a little detection speed, but effectively improves the recognition
effect of the tennis ball and enhances the robustness of the recognition algorithm to the
external environment.
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Figure 25 shows the recognition of tennis balls indoors and outdoors with the im-
proved and optimized algorithm based on Mask R-CNN convolutional network. In this
case, the mask outline of the tennis ball is depicted with a solid line in (b) in Figure 25,
while the image of the recognized tennis ball is marked with a dashed box in order to
distinguish it from the solid line.

Figure 25. Recognition effect diagram. (a) Identifying tennis balls indoors, (b) identifying tennis
balls outdoors.

As can be seen from Figures 16–21, the classification loss function and regression loss
function of Mask R-CNN and Faster R-CNN neural networks significantly decrease in the
interval between iteration layers 0 and 5. As the feature parameters on the training set
samples are adjusted to delineate the main image features of the tennis ball, the model
gets initial convergence, at this time, if the model is to be further trained, the gradient
descent-based optimization method needs to reduce the learning rate of the model so
that the learning rate is not too high resulting in the loss function values not converging;
however, the learning rate cannot be reduced too much, otherwise the model will converge
very slowly. Therefore, from Figures 16–21, we can see that the curves of the classification
loss function and regression loss function of the two neural networks tend to fall flat, and
the learning rate of the training model has a more obvious reduction: one is to ensure that
the loss function fluctuates less and always decreases, and the other is to ensure the stable
convergence of the training model. After the number of iterations of the training model
exceeds 20, the learning rate further decreases and the model with recorded image features
converged to a more complete degree, although there is room for learning and training, the
convergence of the model is not obvious at this time and can be observed only by using
electronic devices; after the number of iterations of the model reaches 30, the decline of
the loss function curve is minimal and tends to be stable, which means that the model
generated by the tennis sample at this time converged to a more appropriate level. The
model converged to a more suitable degree.

Finally, the relevant loss function values are recorded in Table 2. Observing Table 2,
it is found that the classification loss function values and regression loss function values
of Mask R-CNN match the curves in Figures 16–21. The total loss function (loss) keeps
decreasing as the number of iterative layers increases. The classification loss function (class
loss) is combined with the regression loss function (bbox loss) and the mask loss function
(mask loss) to ensure stable convergence of the model, so there are ups and downs, but
the fluctuations are not large and the trend of decrease is maintained. The decline of the
regression loss function (bbox loss), classification loss function (class loss), and mask loss
function (mask loss) together constitute the convergence of the training model.
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5. Conclusions

Considering the complexity and the effectiveness of the use of different recognition algo-
rithms, as well as the main working environment of the robot, we provide two methods of
tennis ball recognition: the color-and-contour-based method and the cascade classifier-based
method. Firstly, the traditional method of searching for tennis balls based on color and contour
is vulnerable to the environment and obstacles, while the other method has a very small identi-
fication distance and is more demanding on the working environment. Above all, in order to
improve the efficiency and anti-interference ability of the robot in recognizing tennis balls, deep
learning-based recognition of tennis balls is chosen as the method of this paper.

In this paper, we first pre-processed the collected tennis ball samples, and used
deep learning methods to learn and train the samples to optimize the robot’s recognition
algorithm for tennis balls. Based on the loss function theory of Mask-RCNN, we compare
the iterative charts of classification loss function and regression loss function of Mask
R-CNN and Faster R-CNN under the same parameters. Then we conclude that when the
number of RoIs per sample in the neural network is set to 100, the number of GPU cores is
2, the neural network iterates 100 rounds per layer, the number of training steps per round
is 100, the number of checking steps per round is 50, the fine-tuning parameters per round
is 10, and the total number of model iterations is 30, Mask R-CNN has a better training
effect on the collected tennis ball samples than Faster R-CNN, and the recognition rate of
the model based on Mask R-CNN is 92% for tennis balls.

By examining the model generated by the above parameter settings, the following
conclusions can be drawn: First, the experimental design of an optimized algorithm suitable
for tennis ball sample collection will greatly improve the efficiency of the tennis ball pickup
robot and enable real-time detection. Second, by applying the sample and training model
optimization algorithms described in this paper, the recognition of tennis balls by the tennis
ball pickup robot can reduce the influence of environmental factors. Finally, because the
tennis ball sample data were iterated through 30 layers of neural networks, the generated
model is stable and easy to call, reducing the user’s time.
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