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Abstract: Sarcasm often manifests itself in some implicit language and exaggerated expressions.
For instance, an elongated word, a sarcastic phrase, or a change of tone. Most research on sarcasm
detection has recently been based on text and image information. In this paper, we argue that most
image data input to the sarcasm detection model is redundant, for example, complex background
information and foreground information irrelevant to sarcasm detection. Since facial details contain
emotional changes and social characteristics, we should pay more attention to the image data of
the face area. We, therefore, treat text, audio, and face images as three modalities and propose a
multimodal deep-learning model to tackle this problem. Our model extracts the text, audio, and
image features of face regions and then uses our proposed feature fusion strategy to fuse these three
modal features into one feature vector for classification. To enhance the model’s generalization ability,
we use the IMGAUG image enhancement tool to augment the public sarcasm detection dataset
MUStARD. Experiments show that although using a simple supervised method is effective, using a
feature fusion strategy and image features from face regions can further improve the F1 score from
72.5% to 79.0%.

Keywords: sarcasm detection; multimodal analysis; deep learning

1. Introduction

Sarcasm is widely used in life. Irish playwright Oscar Wilde defined sarcasm as a
low-level joke with high intelligence. In many cases, the sarcastic person is expressing their
anger and disgust. Still, they try to use humor to weaken the unpleasantness caused to the
other party and make it easier for the other party to accept it. Sarcasm is very common on
today’s social platforms, and the progress of this research helps the review department to
complete their tasks better. Moreover, the automatic detection of sarcasm has important
practical significance in emotional analysis, harassment detection [1], and various tasks
that require knowledge of people’s honest thoughts.

The general problem of sarcasm detection is how to mine the inconsistent information
of modal context and the conflicting information between different modalities. For example,
there are two sarcasm cases in Figure 1. The sarcasm in Figure 1a is represented by
inconsistencies between modalities, where both the text and tone indicate a downbeat,
while the expression is surprised. Changes in human facial expressions manifest the
sarcasm in Figure 1b. Therefore, sarcasm detection needs to discover these inconsistencies.

Sarcasm is an essential way to express emotion and it is an important research direction
of artificial intelligence sentiment analysis. Before the U.S. election, Facebook’s AI research
team used language models to identify disinformation and hate speech on the web. In
contrast, the subtlety of sarcasm makes it a challenging task. Identifying sarcasm is more
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complex than identifying false political discourse, so an efficient sarcasm detection model
has significant practical significance.

Figure 1. Inconsistency in sarcasm. The text and tone in Figure (a) show the same feelings, while the
expression shows the opposite. In daily life, a low style usually expresses boredom, while a surprised
expression expresses exaggeration and wonder. The feelings expressed by the two are inconsistent,
which is a kind of sarcasm. In Figure (b), the character’s mood changes from happiness to sadness,
indicating an inconsistency of feelings, so this is another expression of sarcasm.

Traditional sarcasm detection methods can be divided into three categories. The
first category is based on text data. By capturing the inconsistency between texts, many
sarcasm detection methods have been proposed [2–5]. However, these methods only
detect sarcasm through textual data, ignoring the incongruity of information between
different modalities. The second category includes methods based on images, text, and
data seen from images (attributes, objects, text, descriptions, etc.) Cai et al. [6] constructed
a multimodal dataset and proposed a new hierarchical fusion model to fully utilize the
information of three modalities of image, text, and image attributes to solve the problem
of sarcasm detection. Yao et al. [7] proposed a multi-modal, multi-interactive, multi-level
neural network. This model takes images, texts in images, image descriptions, and Twitter
text data as inputs and detects sarcasm by stimulating the brain’s first-order and second-
order understanding of sarcasm. Pan et al. [8] proposed an architecture based on the
BERT model and found inconsistencies among multimodalities. However, such methods
rely heavily on the clarity of the image and the data detected from the image. However,
with the advent of the short video era, people are more willing to share short videos
to record their lives on the social media platforms Twitter and TikTok. Therefore, only
modeling text and image data are not enough to detect sarcasm. From this, the third
category of sarcasm detection methods is derived—video, text, and speech-based methods.
Castro et al. [9] proposed the first sarcasm detection dataset based on text, speech, and
video data. They extract text, speech, and video features separately and concatenate the
features of the three modalities as the input of the SVM classifier. However, the SVM
algorithm is difficult to implement for large-scale training samples, and the algorithm is
also sensitive to missing data and parameters, as well as the choice of kernel functions.
In addition, taking vision as a modality and simply concatenating the features of each
modality is unfavorable for sarcasm detection. Wu et al. [10] argue that previous work
did not explicitly model the incongruity between modalities. Therefore, they propose
an incongruity-aware attention network (IWAN) to detect sarcasm through a scoring
mechanism for word-level incongruities between modalities. Chauhan et al. [11] believe
that contextual and multimodal information is sometimes unhelpful for sarcasm detection,
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so they extended the dataset proposed by Castro et al. [9] using emojis and offered an emoji-
aware multitask deep learning framework. However, such methods have a disadvantage
in that the training speed is slow, and it ignores essential information, namely, that there is
a large amount of data irrelevant to sarcasm detection in the video modality, such as the
background information in the video.

In this paper, we propose an efficient feature adaptive fusion network with a facial
feature for multimodal sarcasm detection (EFAFN). We utilize three types of components,
namely, text, speech, and face image features, and use an adaptive feature fusion strategy
to fuse the three types of features into a single vector for prediction. Our model is divided
into three stages: multimodal feature extraction, adaptive feature fusion, and feature
classification. First, use BERT [12] and Librosa [13] to extract the features of text and speech
modalities, and then use the face detection tool provided by DLIB to cut out all the face
images in each frame for horizontal stitching operation. The obtained stitched image is
used as the input of ResNet-152 [14] to obtain the face image features of each video. Second,
three types of parts are fused using an adaptive fusion strategy, which is different from
other fusion strategies because it uses a fusion weight parameter to control the incongruity
of information between different modalities. Furthermore, high performance is another
manifestation of the fusion strategy. Finally, the fused vector is sent to the fully connected
layer for prediction. Our results show that image features from face regions are more
helpful for model performance. Furthermore, our fusion strategy is more effective than
simply concatenating the three types of components.

To sum up, the adaptive fusion network with facial features is effective for sarcasm
detection and it has the advantages of fast fusion speed and high performance. In addition,
the model proposed in this paper solves the existence of information irrelevant to sarcasm
detection in video modalities, improves the efficiency of multimodal fusion strategies, and
promotes the practical implementation requirements of multimodal sarcasm detection. It
has significant reference significance for other tasks in multimodal fields.

The rest of this paper is organized as follows: Section 2 mainly introduces the related
research work. Section 3 presents the architecture of our proposed efficient adaptive fusion
network with facial features and the feature fusion strategy. Section 4 offers our proposed
data augmentation method, baseline model, experimental setup, and evaluation metrics.
Section 5 presents extensive experimental results and demonstrates the effectiveness of our
network. Section 6 presents the conclusions of this paper and ideas for future research work.

Our main contributions are summarized as follows:

• We propose a new multimodal deep learning sarcasm detection model, which aims to
solve the problem that the existing multimodal sarcasm detection models based on
three modalities of text, speech, and image only take the whole image as input, which
will bring the model a sea of redundant image data, thus affecting the classification
accuracy of the model. At the same time, because facial information contains emotional
information related to sarcasm, we believe that we should pay attention to the image
features of the facial region. Therefore, the face recognition operation is performed on
the image first, and then the detected face regions are stitched horizontally to obtain
the image data of the final input model;

• Traditional feature fusion methods connect each modality’s features or add each
modality’s characteristics. Since the parts of the speech modality are numerically
different from those of the other two modalities, they are easily filtered out as noise
in the network, so we propose an adaptive feature fusion strategy. The characteristic
feature of this fusion strategy is that the fusion weights between the three modalities
can be adjusted adaptively to simulate the inconsistency between multiple modalities;

• We use a data augmentation method based on the MUStARD dataset to address the
overfitting problem during deep learning training. Additionally, a series of exper-
iments are conducted to demonstrate the effectiveness of our model; our model
achieves a 6.5% improvement in F1-score over the method using a baseline for
sarcasm detection.
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2. Related Works
2.1. Sarcasm in Text

Sarcasm detection methods based on text data are mainly divided into three cate-
gories: rule-based methods, machine learning-based methods, and deep learning-based
methods. The rule-based approach judges sarcasm by detecting some common phenomena
of sarcasm. Riloff et al. [2] developed an algorithm that iteratively expanded positive and
negative phrases and then used the learned words for sarcasm detection. However, the
rule-based method is challenging to use to identify sarcasm due to undiscovered rules.
Therefore, some scholars began to extract text features and use machine learning methods
to detect sarcasm. Ghosh et al. [15] proposed to treat sarcasm detection as a word sense
disambiguation problem and used SVM as their classifier. However, feature extraction is
very time-consuming, and recent work has been mainly based on the deep learning method
because deep learning can automatically extract features. Poria et al. [16] used a pre-trained
CNN-SVM to extract sentiment, emotion, and personality features for sarcasm detection.
Tay et al. [4] and Xiong et al. [5] use an attention mechanism to model incongruities between
words to detect sarcasm. Felbo et al. [17] propose a distant supervision scheme and detect
sarcasm through layerwise training. Hazarika et al. [18] detect sarcasm using a content-
and context-driven approach. Ilic et al. [19] utilize character-level word representations in
ELMo to indicate contextual sarcasm.

2.2. Sarcasm in Speech

The sarcasm detection method based on speech data mainly focuses on identifying
the acoustic features associated with sarcasm. Features studied include speech rate, am-
plitude range, average amplitude, and the harmonic-to-noise ratio [20]. Bryant [21] and
Woodland et al. [22] found that prosodic features such as intonation and stress are essential
cues for sarcasm. Tepperman et al. [23] proposed using prosodic, spectral, and contextual
sound cues to detect sarcasm. Rockwell [24] found that a slower speech rate and higher
pitch may be a sign of sarcasm.

2.3. Multimodal Sarcasm

Single-modality-based sarcasm detection methods are no longer sufficient to explore
the mystery of sarcasm. Most of the work on sarcasm detection in the last five years has
been based on multimodality. Schifanella et al. [25] propose two multimodal frameworks
to fuse visual and textual modalities, the first attempt to use multimodal information
for sarcasm detection. Mishra et al. [26] proposed a cognitive NLP system for sarcasm
detection. They introduced a model to extract eye movement features from eye movement
data and then used a CNN to encode text features and eye movement features for classi-
fication. Chauhan et al. [27] extend the dataset proposed by Castro et al. [9] and present
a multi-task framework to identify sarcasm, sentiment, and emotion. Firdaus et al. [28]
assign sentiment labels to each instance in the MUStARD dataset and use two attention
mechanisms to model dynamic information between modalities. Cai et al. [6] regard image,
image attributes, and text as three modalities and propose a hierarchical fusion model
to fuse the features of the three modalities for prediction. Liang et al. [29] identified the
incongruity of specific intra-modal and cross-modal graphs by constructing heterogeneous
intra-modal and cross-modal graphs for each multimodal instance, on which they explored
an interactive graph convolutional network architecture to jointly and interactively learn
the dissonance relations within and across modality graphs. Zhang et al. [30] model the
context sequence of the dialogue and speaker, and mainly deal with conflicting information
between modalities. Liang et al. [31] constructed a novel cross-modal graph convolutional
neural network to understand the incongruity between multimodal sarcasm. The model
achieved state-of-the-art results on the dataset proposed by Cai et al. [25]

In addition to using multiple modalities in this paper, we focus on extracting helpful
information for sarcasm detection in video modality. For example, in video images, the
background information of the picture is not intended for sarcasm detection. At the same



Appl. Sci. 2022, 12, 11235 5 of 16

time, facial expressions contain emotional information related to sarcasm, so we pay more
attention to the feature extraction of facial information.

3. The Proposed EFAFN Model

In this section, we first formulate our problem, then introduce multimodal feature
extraction, and finally detail our proposed model structure. As shown in Figure 2, our
network architecture can be divided into three parts: (a) multimodal feature extraction,
(b) adaptive feature fusion, and (c) feature classification.

Figure 2. The whole architecture of the network we proposed. It includes three key steps: (a) mul-
timodal feature extraction, (b) adaptive feature fusion, and (c) feature classification. Among them,
BERT represents a self-encoding language model presented by Devlin et al. [12], SFEN represents
the speech feature extraction method presented by Castro et al. [9], and FFEN represents the facial
feature extraction network we use, which we will describe in detail in Section 3.2. The adaptive
feature fusion strategy is introduced, in fact, in Section 3.3. MLP stands for Multilayer Perceptron
and is described in detail in Section 3.4.

3.1. Problem Formulation

Multimodal sarcasm detection aims to identify whether a speech and text associated
with a video are sarcastic. Formally, given a set of multimodal dataset D, for each sample
d ∈ D, it contains a video V with n frames {v1, v2, v3, . . . , vn}, a sentence T with m words
{t1, t2, t3, . . . , tm}, and an associated speech A. Our model’s target is to classify unseen
samples as sarcastic or non-sarcastic precisely.

3.2. Multi-Modal Feature Extraction

Text Features: we use BERT [12] to process the text data in the dataset into a unique
feature vector. First, we remove the data with empty text in the dataset, then input the
text into the BERTbase model and average the outputs of the last L = 4 transformer layers
in the BERTbase model as the feature vector of each text. Finally, each piece of text will be
represented by a dt = 768 dimensional feature vector ut.{

ut
i
}L

i=1 = BERTbase(T) (1)

ut =
1
L

(
∑L

i=1 ut
i

)
∈ Rdt (2)

where ut
i represents the output of the last i-th transformer layer in the BERT-base model,

and T represents a piece of text.
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Speech Features: we adopt the method of extracting features from speech data pro-
posed by Castro et al. [9], and use the speech processing library Librosa, which extracts
basic features from audio data. First, we load audio samples into a time series signal
with a sampling rate of 22,050 Hz; we use a heuristic sound extraction method to remove
background noise. Finally, we divide the audio signal into dw non-overlapping windows
to extract local features, including MFCC, Mel-spectogram, spectral centroid, and their
associated temporary derivatives (delta). All the elements are connected to form a joint
feature vector

{
ua

i
}dw

i=1with da = 283 dimensions for each window. Finally, the joint feature
ua of each piece of audio is obtained by calculating the average value of all windows.

ua
i = uMFCC

i ⊕ uMFCC delta
i ⊕ uMel

i ⊕ uMel delta
i ⊕ uspec

i (3)

ua =
1

dw
(∑iu

a
i ) ∈ Rda (4)

where ⊕ is the concatenation operator, uMFCC
i , uMFCC delta

i , uMel
i , uMel delta

i , and uspec
i rep-

resent MFCC features, MFCC associated temporary derivatives, Mel-spectogram fea-
tures, Mel-spectogram associated temporary derivatives, and spectral centroid of each
window, respectively.

Face Image Features: as facial information contains emotional information related to
sarcasm detection, we believe that the video modality should focus on the person’s news
rather than the image’s background information. The network architecture of facial feature
extraction is shown in Figure 3. First, we use the face detection model provided by DLIB
(http://dlib.net/face_detection_ex.cpp.html, accessed on 13 August 2021.) to detect the
face fi of each frame in the video conversation. Let Di denote the maximum height of the
face image seen from each image frame. Since the size of each face detected in the face
detection process is inconsistent, the black block Bi is used to fill the vacant part in the
splicing process. After the filling operation, the heights of all face images are uniform.
Then, a horizontal stitching operation is performed on all faces to obtain the final image
input to the network. The formulation is as follows.

dB( fi)
= (3, Len( fi), Di − Hei( fi)) (5)

padding( fi) =

{
fi, Hei( fi) = Di

fi ⊕ Bi ∈ RdB( fi) , Hei( fi) < Di
(6)

f f ace
i = stitching(padding( fi)) (7)

where Len() represents the width of the image, Hei() represents the height of the image,
dB( fi)

represents the dimension of the black block that the face needs to be supplemented
with, ⊕ represents the vertical stitching operation, and padding() represents the padding
operation, stitching() represents a horizontal stitching operation.

We use f f ace
i to represent the stitched image. Then, we preprocess each frame of f f ace

i
by normalization, and then redefine the last layer of the ResNet-152 [14] image classification
model pre-trained by ImageNet to 2048 dimensions, using this model to extract features
for f f ace

i representation. To obtain the visual representation of each sentence of text, we

calculate the average value of the feature vector u
f f ace
i

i with dv = 2048 dimensions obtained
in each frame.

u
f f ace
i

i = ResNet− 152( f f ace
i ) (8)

uv =
1
F

(
∑iu

f f ace
i

i

)
∈ Rdv (9)

where F represents the number of video frames.

http://dlib.net/face_detection_ex.cpp.html
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Figure 3. Facial feature extraction network architecture diagram. In the above, face recognition uses
the face detection model provided by DLIB. ResNet-152 is a residual learning network proposed
by He et al. [14]. This network is one of the most commonly used backbone networks in image
classification tasks. The objects processed in our dataset are videos, so we use this architecture to
average the features obtained from each frame in the video as the final facial feature vector.

3.3. Adaptive Feature Fusion

Typical feature fusion methods are divided into early fusion and late fusion. Early
fusion refers to the fusion of features and input into a model for training. For example, the
most common method is to perform a simple concatenation operation on the parts. Early
fusion methods learn to exploit the correlations and interactions between low-level features
of each modality. The late fusion method trains a model for each modality separately
and then uses a fusion mechanism to integrate the results of all single-modality models.
Commonly used fusion mechanisms include averaging, voting, and training fusion models.
Since late fusion methods train different models for different modalities, each modality can
be better modeled, allowing for better flexibility. It is worth noting, however, that the late
fusion approach ignores low-level interactions between modalities. In theory, early fusion
should achieve better results for the sarcasm detection task than late fusion because the
corresponding features have a specific index relationship and less feature abstraction in
reality. Beyond that, sarcasm detection is all about finding interactions between modalities.

After the above analysis, to better fuse the features of the three modalities together,
we propose an adaptive feature fusion strategy with an early fusion method, as shown in
Figure 4. Given the initial text feature ut, speech feature ua, and face image feature uv, the
final prediction vector u is obtained according to the strategy π. We approximate the policy
by a deep policy network π(·; θ):

u ∼ π(ut, ϕ(ua; α), φ(uv; β); θ) (10)

where α, β, and θ are the parameters of the network, which can be updated according to
gradients. Since text features, speech features, and face image features come from three
different modalities, we design two sub-network branches ϕ(·; α) and φ(·; β) to combine
speech features and face image features are mapped into a feature vector that combines
text features.
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Figure 4. Adaptive feature fusion strategy diagram. Where α and β are the parameters of the
subnetworks ϕ(·; α) and φ(·; β), ⊕ represents the join operation, and u∗a and u∗v are the subnetworks
ϕ(·; α) and φ(·; β) output.

3.4. Feature Classification

Inspired by the VGG16 [32] network structure, we designed a Multilayer Perceptron
(MLP) and Softmax layers for feature classification, as shown in Figure 5. The activation
function of the hidden layer and output layer is LeakyReLU, and the loss function uses
cross entropy.

J = −
N

∑
i=1

[yi log ŷi + (1− yi) log (1− ŷi)] + λR (11)

where J is the cost function. ŷi is the prediction result of our model for sample i, and yi is the
true label for sample i. N is the size of the training data. R is the standard L2 regularization,
and λ is the weight of R.

Figure 5. Multilayer perceptron block diagram. It consists of a three-layer fully connected neural
network. The number of neurons in the input layer and output layer is 3099 and 2, respectively, and
the number of neurons in the hidden layer is 328.
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4. Experiment

To explore the role of each modality in sarcasm detection, we conducted multiple
experiments to evaluate the performance of each modality and modal combinations in
the model separately. In addition, to address the overfitting problem during training,
we propose a data augmentation method. Finally, we performed a series of ablation
experiments to verify the effectiveness of the components in our model. We performed
5-fold cross-validation experiments on the dataset and averaged the cross-validation results
to evaluate the proposed classifier. In each fold, we ran the data augmentation method
only on the data in the training set.

4.1. Dataset and Data Augmentation

We evaluated our model on a publicly available multimodal sarcasm detection dataset,
MUStARD (https://github.com/soujanyaporia/MUStARD, accessed on 26 July 2021),
which was collected by Castro et al. [9]. The dataset contains 690 videos with a total
duration of about 9626 s. The data come from funny American TV series on YouTube, such
as The Big Bang Theory, Friends, etc. The data contain sarcastic expressions, speakers, video,
audio, sarcastic tags, etc. They can be used in many aspects of research.

In addition, we used a data augmentation method to augment the dataset by a factor
of 15. The purpose is to solve the problem of overfitting during training due to the small
dataset. We randomly perform data augmentation on f f ace with 0∼5 out of 13 methods.
All methods were implemented using the image enhancement tool IMGAUG |(https:
//github.com/CrazyVertigo/awesome-data-augmentation, accessed on 3 November 2021).
The random mode was used in the data augmentation method mainly because the data
augmentation cannot be overwhelming in the deep learning model training. Just imagine
that using Gaussian blur for each image will destroy the characteristics of the original data
that have been changed, and the consequences are enormous. The augmented dataset
details are listed in Table 1.

Table 1. Labels distribution in the MUStARD and augmented MUStARD.

Dataset Train Test
Labels

Sarcastic Non-Sarcastic

MUStARD 552 138 345 345
augmented MUStARD 8280 138 4209 4209

The 13 methods of data augmentation are as follows:

• Use superpixel enhancement;
• Use one of the Gaussian, mean, and median to blur the picture;
• Sharpen the image;
• Add emboss effect to the image;
• Perform edge detection on the original image, assign the detected edge to 0 or 255 and

then superimpose it on the original image;
• Add Gaussian noise to the image;
• Set 1%∼10% of the pixels to black or replace 3%∼15% of the pixels with black squares

2%∼5% of the original size;
• Set 5% probability inversion pixel intensity;
• Each pixel in the image randomly adds or subtracts a number between −10 and 10;
• Multiply each pixel in the image by a number between 0.5 and 1.5;
• Halve or double the contrast of the entire image;
• Distort the local area of the image;
• Move the pixels around.

4.2. Baselines

The experiments were mainly conducted using five baseline methods:

https://github.com/soujanyaporia/MUStARD
https://github.com/CrazyVertigo/awesome-data-augmentation
https://github.com/CrazyVertigo/awesome-data-augmentation
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Random: This baseline will randomly classify the test samples.
Castro et al. [9]: This baseline uses a Support Vector Machine (SVM) as the classifier of

the model. SVM is a robust classifier for small data sets. Castro et al. [9] use an SVM with RBF
kernel and a scalable gamma, and the penalty term C is adjusted to Castro et al. [9] according
to the parameters set by each experiment (we choose between 1, 10, 30, 500, and 1000).

Two-attention-based encoder [28]: This model is used to simultaneously detect sar-
casm, sentiments, and emotions and is a multi-task learning framework. The input to the
model is the concatenation of each modality’s focused utterance and its historical contextual
utterances. It then uses inter-segment and intra-segment inter-modal attention to model
inter-modal dynamics.

Sequential Context Encoder [30]: Zhang et al. [30] propose a sequential context
encoder and a contrastive attention-based encoder. However, the input of the contrastive
attention-based encoder is only bi-modal, different from the tri-modal input of our model,
so we only choose the sequential context encoder as the baseline model. This baseline
first extracts three features of text, speech, and image modalities, then encodes these three
features using this baseline, and then uses a linear decoder for classification.

ViViT-VAT: The ViViT [33] model was proposed by Arnab et al. [33] to solve the video
classification task and achieve state-of-the-art results on multiple datasets. This baseline
uses the ViViT [33] model as the backbone network and then linearly transforms the text
and speech modality into the space and temporal transformers, respectively.

4.3. Experimental Setup

Our model was built on PyTorch [34] and ran on NVIDIA GeForce RTX 3090 GPU. We
used SGD as our optimizer and set the initial learning rate to 1× 10−5. Due to the small
amount of data, in the experiment, we put all the training data into the neural network for
training at one time and only updated the parameters of the feature fusion layer and the
classification layer during the training process. In addition, we set the initial values of the
neural network parameters α and β in the adaptive feature fusion strategy to 0.01 and 1.
These parameters will be optimized according to the gradient descent algorithm. All the
experimental hyper-parameters are listed in Table 2.

Table 2. Hyper-parameters table. The parameters marked with * indicate that they can be updated
during the training process, and those listed in the table indicate their initial values at the beginning
of training.

Hyper-Parameters Value

Learning rate 1× 10−5

Early stop patience 5× 105

Dropout rate 0.5
α∗ 0.01
β∗ 1.0

Number of iterations 3× 106

Fully connected input size 3099
Fully connected hidden size 328

4.4. Evaluation Metrics

In this section, we evaluate the performance of sarcasm detection using three metrics:
(1) precision; (2) recall; (3) balanced F-score (F1-score). Among these three metrics, F1-score
is commonly used when dealing with binary classification problems [9,28,30]. Therefore,
we chose F1-score as our primary evaluation metric and others as our secondary evaluation
metrics. The three metrics are calculated as follows:

Let TP represent that a sample is a positive class and is also judged to be a positive
class, FP represents a sample that is a false class but is judged to be a positive class, and FN
means that a sample is positive but judged to be incorrect.
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(1) Precision indicates the proportion of correct predictions that are positive to all
positive predictions:

Precision =
TP

TP + FP
(12)

(2) Recall indicates the proportion of correct predictions that are positive to all
actual positives:

Recall =
TP

TP + FN
(13)

(3) F1-score can be seen as a harmonic mean of model precision and recall:

F1-score = 2 ∗ precision ∗ recall
precision + recall

(14)

5. Results and Discussion
5.1. Model Comparison

First, we show the difference between our method and other baseline models in Table 3,
then we compare the performance of our model with five baseline models and list the
experimental results in Table 4.

Table 3. The differences between the proposed model and the baseline model are compared. Two
attention mechanisms refer to inter-segment inter-modal attention and intra-segment inter-modal
attention, SVM refers to support vector machine, and MLP refers to multi-layer perceptron.

Model Fusion Method Classification Method

Castro el al. [9] Concat SVM
Two-attention-based encoder [28] Two attention mechanisms Linear decoder
Sequential Context Encoder [30] Sequential context encoder Linear decoder

ViViT-VAT Add MLP
Ours Adaptive feature fusion MLP

Table 4. Sarcasm detection results of different models.

Model Precision Recall F1-Score

Random 49.5 49.5 49.5
Castro et al. [9] 72.5 72.5 72.5

Two-attention-based encoder [28] 71.5 71.4 70.5
Sequential Context Encoder [30] 72.3 72.3 72.3

ViViT-VAT 69.3 88.4 77.7
Ours 79.0 79.0 79.0

In Table 4, our model performs better than the five baseline models. Specifically,
our model achieves a 6.5% (from 72.5% to 79.0%) improvement in F1-score compared
to the SVM classification based method proposed by Castro et al. [9]. This shows that
although SVM is a good classification model, since sarcasm detection needs to mine
inconsistent information between multiple modalities, the SVM method cannot better
solve the automatic classification of sarcasm. Compared with the Two-attention-based
encoder method proposed by Firdaus et al. [28], our model offers an improvement of 8.5%
(from 70.5% to 79.0%). This shows that fusing multimodal features for prediction is more
effective than using an attention mechanism to simulate dynamic information between
modalities. Compared with the Sequential Context Encoder proposed by Zhang et al. [30],
our model achieves an improvement of 6.7% (from 72.3% to 79.0%). This shows that
using the encoder–decoder architecture is insufficient to reflect the inconsistent information
between modalities, and the deep learning network using the feature fusion strategy
performs better. Compared with the ViViT-VAT model using ViViT [33] as the backbone
network, our model improves by 1.3% (from 77.7% to 79.0%), which shows that although
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the ViViT [33] network achieves state-of-the-art results in single-modal video classification,
for the multimodal video classification task, the ViViT network is still not able to fuse
multimodal features well. However, the network achieves the best results in the baseline
model. Furthermore, the best performance obtained by our model is 79.6%, with a standard
deviation of 0.54.

5.2. Modality Comparison

To further explore the influence of three modalities on our proposed model, we used
all possible inputs to evaluate our model: uni-modal (T, A, V/V∗), bi-modal (T + A, T +
V/V∗, A + V/V∗), and tri-modal (T + A + V/V∗), the performance is shown in Table 5.

Table 5. Results on the multimodal sarcasm detection augmented dataset. The best results are shown
in bold. P means precision, R means recall, F1 means F1-score, SCE means sequential context encoder,
T means text, A means voice, V means face image, and V∗ means the whole image.

Model
Modality T A V/V∗ T + A T + V/V∗ A + V/V∗ T + A + V/V∗

P
Castro et al. [9] (V) 65.1 65.9 65.2 66.6 69.6 68.1 72.5

SCE [30] (V∗) 53.4 68.0 71.4 60.4 70.4 73.2 72.3
Ours (V) 73.9 65.2 74.6 69.0 77.7 72.5 79.0

R
Castro et al. [9] (V) 64.6 64.6 65.2 66.2 69.6 68.1 72.5

SCE [30] (V∗) 53.4 67.2 71.2 60.5 70.3 72.0 72.3
Ours (V) 73.9 65.2 74.6 68.8 77.5 72.5 79.0

F1
Castro et al. [9] (V) 64.6 64.6 65.2 66.2 69.6 68.1 72.5

SCE [30] (V∗) 53.4 66.5 71.2 60.4 70.4 71.9 72.3
Ours (V) 73.9 65.2 74.6 68.8 77.5 72.5 79.0

As can be seen from Table 5, whether it is the SVM classifier-based method proposed by
Castro et al. [9] or our method, the model using only face image features (V) or text features
(T) performs well, but the combination of them (T + V) improves the F1-score by 4.4%
(from 65.2% to 69.6%) and 2.9% (from 74.6% to 77.5%), respectively. Therefore, for sarcasm
detection, the blessing of the two is beneficial to improving the model’s performance. It is
worth noting that the blessing of speech modality (A) did not improve our model greatly.
On the contrary, the blessing of speech modality improves the performance of the baseline
method. Specifically on the method proposed by Castro et al. [9], the blessing of speech
modality (T + A, A + V) improves the performance of the model by 1.6% (from 64.6% to
66.2%) and 2.9% (from 65.2% to 68.1%), respectively. On the sequential context encoder
proposed by Zhang et al. [30], the blessing of speech modality (T + A, A + V∗) improves the
performance of the model by 7.0% (from 53.4% to 60.4%) and 0.7% (from 71.2% to 71.9%),
respectively. This shows that using the baseline method can better integrate the features
of speech modalities. In addition, in the model with three modalities (T + A + V/V∗) as
input, our method outperforms the baseline method by 6.5% (from 72.5% to 79.0%) and
6.7% (from 72.3% to 79.0%), respectively. This shows that our proposed model can better
fuse the features of the three modalities.

5.3. Ablation Study

To evaluate the effectiveness of the components in our model, we conducted a series
of ablation experiments.

5.3.1. Ablation 1

We removed the data augmentation method to get the model (w\o A), which is only
trained using the original dataset. Then, we eliminated the feature fusion strategy to
obtain the model (w\o F), which concatenates the features of the three modalities and
performs classification. The experimental results are presented in Table 6. The lack of a
data augmentation method leads to a drop in the F1-score (Dropped from 79.0% to 74.8%),
proving that our data augmentation method is effective. No feature fusion strategy affects
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the performance of the model (a drop from 79.0% to 74.2%), proving that our feature fusion
strategy is more necessary than simply concatenating the features of the three modalities.

Table 6. Ablation experiment results. w\o means removing this component. A represents the data
enhancement method, and F represents the feature fusion strategy.

Model Precision Recall F1-Score Standard Deviation(F1-Score)

Model (w\o A) 74.8 74.8 74.8 0.57
Model (w\o F) 74.9 74.3 74.2 1.31

Ours 79.0 79.0 79.0 0.54

5.3.2. Ablation 2

To evaluate our adaptive feature fusion strategy, we fixed the values of α and β to 0.01
and 1 without adaptive adjustment. We used this strategy to perform feature fusion and
train model(X). After that, we set up three adaptive feature fusion strategies. The formulas
are as follows:

u ∼ π(ut, ϕ(ua; α), uv; θ) (15)

u ∼ π(ψ(ut; γ), ϕ(ua; α), uv; θ) (16)

u ∼ π(ψ(ut; γ), ϕ(ua; α), φ(uv; β); θ) (17)

where ψ(·; γ) represents a sub-network branch, and γ is the parameter of the network. In
this ablation experiment, the initial value of γ is set to 1.0.

The models trained according to the three feature fusion strategies are model(Al),
model(TAl), and model(TAVl), and the model performance is shown in Table 7. In Table 7,
fixing the values of α and β will reduce the F1-score, but compared with the features of the
three modalities directly concatenated, the F1-score is improved by 3.1% (from 74.2% to
77.3%). This shows that using our proposed feature fusion strategy leads to better model
performance. Using the other three feature fusion strategies will cause different degrees
of decline. Specifically, using the feature fusion strategy only on the speech modality will
cause a 2.2% (from 79.0% to 76.8%) drop, and using the feature fusion strategy on the text
and voice modalities will cause a 2.0% (from 79.0% to 77.0%) decrease. Using a feature
fusion strategy on three modalities results in a drop of 1.4% (from 79.0% to 77.6%). These
results show that our proposed feature fusion strategy can better fuse the features of the
three modalities.

Table 7. Ablation experiment results. X represents the fixed α and β values of 0.01 and 1.0.

Model Precision Recall F1-Score Standard Deviation(F1-Score)

Model(w\o F) 74.9 74.3 74.2 1.31
Model(X) 77.5 77.4 77.3 0.52
Model(Al) 76.9 76.9 76.8 1.12

Model(TAl) 77.1 77.0 77.0 0.82
Model(TAVl) 77.8 77.6 77.6 0.56

Ours 79.0 79.0 79.0 0.54

5.3.3. Ablation 3

In addition, we used the contextual video features collected by Castro et al. [9] as the
feature of the video modality, which takes the whole image as the input of ResNet-152 [14].
Then, the text, speech, and video features were fused using the adaptive feature fusion
strategy to train the model (V∗). To evaluate the speech modalities’ features, we overlapped
each window’s speech features and used the unaveraged local features to represent the
features of the speech modalities. Then, we used MLP to transform the speech elements to
the exact dimensions as video and text, and used the unaveraged local features, text features,
and face image features to train to obtain Model(A_N). In addition, we extracted global
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speech features using WavLM [35], a speech model pre-trained by Libri-Light, GigaSpeech,
and VoxPopuli, which employs a gated relative positional bias for the Transformer to better
capture sequences relation with more giant time steps in the time series. Then, we used this
global speech feature and the features of the other two modalities to train the Model(A_O).
The experimental results in Table 8 show that replacing face image features with whole
image features will reduce the F1-score score (a drop from 79.0% to 77.3%), proving that
we should pay more attention to people’s facial features information. In addition, we find
that the performance of the model(V∗) is 5.0% (from 72.3% to 77.3%) higher than that of the
Sequential Context Encoder proposed by Zhang et al. [30]. This shows that our adaptive
feature fusion strategy is better at discovering inconsistent information between modalities
than the encoder-decoder architecture. Using unaveraged speech local features reduces
the model’s performance by 1.1% (a drop from 79.0% to 77.9%) compared to the averaged
features, proving that the averaging operation can highlight sarcasm better. Additionally,
using global speech features causes severe performance degradation (Dropped from 79.0%
to 73.7%). This shows that global speech features are unfavorable for sarcasm detection
because sarcastic speech features have been submerged in global speech features.

Table 8. Ablation experiment results. V∗ represents the contextual video features collected by
Castro et al. [9].

Model Precision Recall F1-Score Standard Deviation (F1-Score)

SCE [30] 72.3 72.3 72.3 -
Model(V∗) 77.5 77.4 77.3 1.10

Model(A_N) 78.5 78.0 77.9 1.03
Model(A_O) 73.9 73.8 73.7 0.72

Ours 79.0 79.0 79.0 0.54

6. Conclusions

We studied the redundant information problem of video modalities in multimodal
sarcasm detection. We constructed an EFAFN multimodal sarcasm detection model that
used the open-source sarcasm detection dataset MUStARD for experiments and proposed
a data augmentation method to solve the overfitting problem during model training. In
addition, a ViViT-VAT model was also constructed for comparative experiments. The
final experimental results show that the EFAFN multimodal sarcasm detection model
outperforms the ViViT-VAT model, proving the effectiveness of our model. The model based
on facial features outperforms the model based on whole image features, demonstrating the
importance of facial information in sarcasm detection. Ablation experiment results show
that not using data augmentation methods and adaptive fusion strategies will cause model
performance degradation, illustrating the necessity of our proposed two components. The
use of global speech features and unaveraged local speech features also degrades the model
performance, indicating that the operation of averaging features will highlight the sarcasm
features of speech modalities.

Although the model’s effectiveness in this paper, the usefulness of the three modalities,
and the necessity of the adaptive fusion strategy are proved by experiments, there is still
room for further optimization. First, this paper only removes information irrelevant to
sarcasm detection for video modalities, and then we can discuss redundant information
removal algorithms for speech and text modalities. Second, some multimodal information
may not be helpful for sarcasm detection. We will consider designing better processing
methods for text and speech modalities in the future. For example, the speech data in
the dataset are augmented with additional data, such as emojis [11], to add valuable
information for sarcasm detection. Third, the dataset used in this paper only contains three
modalities, and the influence of other modalities’ data, such as text in images, on sarcasm
detection is not considered. Other existing public datasets can be used in the future.
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