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Abstract: The brain is more sensitive to stress than other organs and can develop many diseases
under excessive stress. In this study, we developed a method to improve the accuracy of emotional
stress recognition using multi-channel electroencephalogram (EEG) signals. The method combines a
three-dimensional (3D) convolutional neural network with an attention mechanism to build a 3D
convolutional gated self-attention neural network. Initially, the EEG signal is decomposed into four
frequency bands, and a 3D convolutional block is applied to each frequency band to obtain EEG
spatiotemporal information. Subsequently, long-range dependencies and global information are
learned by capturing prominent information from each frequency band via a gated self-attention
mechanism block. Using frequency band mapping, complementary features are learned by connecting
vectors from different frequency bands, which is reflected in the final attentional representation for
stress recognition. Experiments conducted on three benchmark datasets for assessing the performance
of emotional stress recognition indicate that the proposed method outperforms other conventional
methods. The performance analysis of proposed methods confirms that EEG pattern analysis can be
used for studying human brain activity and can accurately distinguish the state of stress.

Keywords: stress recognition; EEG; 3D convolutional neural networks; self-attention

1. Introduction

Stress refers to challenging stimuli that can cause mental, physical, and emotional
tension in individuals. Although moderate stress can improve physical and mental vitality,
accumulated unresolved chronic stress can adversely affect health, leading to problems
such as insomnia, stroke, cardiovascular diseases, cognitive problems, and depression [1].
Therefore, it is essential to detect mental stress before it becomes chronic. To this end,
various methods have been developed to evaluate early levels of stress.

The most common method for evaluating stress involves answering subjective self-
report questionnaires, such as cognitive stress scales. However, this method is time-
consuming and may yield inaccurate results depending on the user’s understanding of the
questionnaire. Stress can be estimated by quantifying hormones [2,3] extracted from blood
or urine, but these methods are expensive and do not determine the stress state in real time.
Recently, methods that estimate the stress state instantaneously from bio-signal information
have attracted attention. Bio-signal information can be extracted from electromyography [4],
electrocardiogram [4], electrodermal activity [5], electroencephalography (EEG) [6], blood
pressure [7], pupil size [8], and autonomous nervous system respiration [9] measurements.
Among these, signals involving the brain are more sensitive to stress. In addition, multi-
channel EEG signals are widely used in the field of emotional stress recognition, particularly
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for pain recognition, because they provide high spatial and temporal resolution for brain
signal activity.

Several recent studies have used machine learning and deep learning algorithms on
EEG data to detect and recognize stress. Liao et al. [10] proposed an emotional stress
detection method using EEG signals and deep learning technologies to predict a subject’s
stress while listening to music. Jebelli et al. [11] developed a framework for recognizing
the stress of construction workers by applying two deep neural network (DNN) structures,
namely convolutional DNN and fully connected DNN to EEG. Baumgartl et al. [12] per-
formed a two-level classification of chronic stress by replacing 5 standard EEG bands with
99 fine-band spectra, and applying them to the random forest algorithm. Subhani et al. [13]
identified stress levels using a multi-level machine learning framework. First, each of four
stress levels was compared to an initial control level; then, every stress level was compared
to each control level; finally, each stress level was compared to all other stress levels.

Psychological studies have reported that negative emotions, such as anger and dis-
gust, generate long-lasting stress hormones, whereas positive emotions, including joy
and immersion, generate beneficial hormones. Therefore, reducing negative emotions
is fundamental to neutralizing stress. Research on recognizing emotions using EEG has
been conducted, and recently, deep neural networks combined with attention mechanisms
have been widely used for EEG-based emotion recognition, producing remarkable results.
Chen et al. [14] presented an attention-based hierarchical bidirectional gated recursive
unit (BGRU) model, focusing on significant features of important samples and epochs
corresponding to emotion classes, in order to learn prominent contextual representations
of EEG sequences. Wang et al. [15] introduced a method for recognizing emotions by
hierarchically learning discriminative spatial information from the electrode level to the
brain area level using a transformer-based model [16]. In particular, Li et al. [17] proposed a
method to improve emotion-specific classification performance by applying a convolutional
self-attention neural network to the intra-frequency bands of multi-channel EEG signals
to capture the emotional response at each electrode position, and integrating spatial and
frequency domain information through inter-frequency band mapping.

This study focused on improving stress prediction performance by applying a three-
dimensional (3D) convolutional gated self-attention deep neural network (3DCGSA) to the
spatiotemporal frequency distribution of emotional multi-channel EEG signals evoked by
audiovisual stimuli. This study makes the following primary contributions:

• A 3D convolutional self-attention DNN is developed that integrates features learned
from the spatiotemporal and frequency domains of multi-channel EEG signals to
significantly improve emotional stress recognition performance.

• The proposed 3D convolutional self-attention neural network is comprised of a 3D
convolutional block (3DConvB) and a gated self-attention block. 3DConvB is ap-
plied to each frequency band individually, rather than to the entire frequency bands,
to capture internal variation in the spatiotemporal relationship between electrodes
within each frequency band. Additionally, nonlocal operations are performed using
a gated self-attention block to reliably extract both long-distance dependencies and
global information.

• We combine the inter-electrode correlation information according to the emotional
stress response extracted from each frequency band of the EEG signal using inter-
frequency mapping. This allows us to additionally learn complementary and inter-
connected information between frequency bands, as well as to model the internal
dependencies between salient EEG features related to emotional stress.

The rest of this paper is organized as follows: Section 2 presents the details of the
proposed method. Section 3 introduces the experimental data and results, and Section 4
summarizes the conclusions of the study and future research directions.
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2. Proposed Methods

Since brain waves vibrate in highly complex patterns, power spectrum analysis, which
classifies waves according to their frequency, is commonly used to observe brain waves. To
improve stress recognition rate, it is necessary to divide the signal into frequency bands,
extract feature information from each band, and connect it to entire frequency bands to
generate more accurate synthetic features.

Figure 1 illustrates the process flow of the proposed emotional stress recognition sys-
tem with multi-channel EEG signals. As shown in the figure, the input multi-channel EEG
signal is decomposed into four frequency bands after preprocessing. For each frequency
band, the EEG signal is converted into a 3D cuboid representation containing the EEG
variation topography according to spectral powers at multi-electrode positions. Herein, cor-
relations between different EEG channels, activated according to the time in each frequency
domain, are preserved. After applying 3DConvB to each frequency band to extract EEG
features with local spatiotemporal information from the 3D cuboid representation, a gated
self-attention block is used to capture spatial information with salient emotional stress
responses and learn their long-term dependencies and global information. Subsequently,
the final attention feature information obtained through inter-frequency band mapping is
input to a linear layer. Then, the probabilities for two state classes, namely states of being
calm and stressed, are calculated using the softmax function before recognizing whether
the subject is stressed or not.
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2.1. Preprocessing and Frequency Band Decomposition

EEG signals, which reflect the stress caused by audiovisual stimulation, are recorded
using noninvasive multichannel electrodes, preprocessed, and analyzed spectrally. An
EEG signal is a fine electrical signal tens to hundreds of microvolts (µV) in magnitude and
includes various noise components along with signals generated in the actual brain. As
shown in Figure 2, preprocessing consists of four steps and is used to remove noise from
EEG signals to facilitate subsequent sentiment analysis. During preprocessing, high- and
low-frequency noises are first removed by applying a 4 to 47 Hz bandpass filter to the EEG
data. The EEG data is then downsampled to 200 Hz, and ocular artifacts are removed using
deep learning-based stacked sparse autoencoder [18]. Subsequently, the spatial difference
of the original signal is improved, and temporal information is maintained through the
spatial filter [19] to which the eigen decomposition is applied.
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EEG signals have the potential to reveal human neurological change processes because
they indirectly measure the electrical activities of nerve cells that make up the brain via
electrodes installed in the scalp. These neurological change processes are reflected in
different EEG signal frequency bands. For this reason, the preprocessed EEG signals are
decomposed into four types, namely θ (4 to 7 Hz), α (8 to 12 Hz), β (13 to 30 Hz), and γ (31
to 50 Hz) [20], depending on the specific frequency and amplitude of the power spectrum
acquired by the short-time Fourier transform. The delta (δ) band with a frequency range
below 4 Hz was excluded in this study because this brainwave is commonly associated with
the deep sleep state and is not expected to be highly active under stressful conditions [21].
Additionally, the gamma (γ) band was limited to 50 Hz because the stress state analysis
was performed over a frequency domain (0 Hz to 50 Hz) having a relative power of EEG [6].
The power distribution within each frequency band in individual channels is averaged
to calculate the dynamic power spectral density (PSD). In a single trial, the EEG signal
in each frequency band is divided into a three-second nonoverlapping Hanning window,
and the PSD characteristics of the k-electrode are extracted from each clip to produce a
4 k-dimensional characteristic vector in all four frequency bands. To effectively extract the
stress features corresponding to audio-visual stimuli in each frequency band, the entire
multi-channel EEG signal is restructured into a 3D cuboid representing the topographical
distribution according to the PSD variation of EEG electrodes, as shown in Figure 3. In this
3D cuboid representation, all PSD relationships between channels, according to the total
trials in each decomposed frequency band, are preserved.

To extract and learn salient features in the stress response from EEG signals, the 3D
representation of each acquired frequency band is input into a 3D gated self-attention
DNN comprising a 3DConvB and a gated self-attention block. Figure 4 depicts the detailed
architecture of the 3D gated self-attention deep neural network.
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2.2. 3D Convolutional Neural Network for Spatiotemporal Encoding

Typically, two-dimensional (2D) CNNs use 2D convolution blocks to process static
images [22]. Similarly, the 3D convolution (Conv3D) block applies 3D filters to 3D EEG
cuboid representations of each frequency band, and these filters move in the x, y, and z
directions to compute low-level feature representations of output shapes as 3D volume
spaces. The 3DConv block directly extracts spatiotemporal relationships among the multi-
channel EEG feature sequences from a 3D cuboid representation (Cb), comprising PSD
(Xb) in each specific frequency band, where b ∈ {θ, α, β, γ} denotes one of the four
frequency bands. In other words, 3DConvB can encode 3D spatiotemporal information
for all multi-channel electrodes in each frequency band b as Fb = 3DConvB

(
Cb

)
to reflect

spatiotemporal electrode variations in different brain regions, while considering the strong
correlations between different electrodes. Here, Fb ∈ Rp×db

, where p is the number of
convolutional channels, and db represents the dimension of the EEG feature vector in the
frequency band b, which matches the number of electrodes.

The proposed method includes a 3DConv block with three Conv3D layers and three
scaled exponential linear units (SELUs) [23] for EEG-based stress recognition. Each Conv3D
layer comprises a Conv3D filter with a kernel size of 3 × 3 × 3, which exhibits significant
potential to detect stress features in spatiotemporal information. The first layer includes 64
kernels, and the number of kernels is doubled in the subsequent layer. After the convolution
operation, the SELU function is used as the activation function instead of the rectified linear
unit (ReLU) function. When ReLU is applied to the hidden layer, if the value of the neuron
is 0 or negative, the neuron does not fire; thus, only a few neurons are activated. This results
in a dying ReLU problem, because these neuron weights and biases are not updated during
backpropagation. By contrast, SELU induces self-normalization properties like variance
stabilization to avoid exploding and vanishing gradients, resulting in better performance
than that achieved by applying ReLU [24]. In Figure 4, the shapes of SELU and ReLU
functions are compared.

2.3. Gated Self-Attention Block

After detecting local spatiotemporal patterns from 3D EEG cuboid representations
of each frequency band using the 3D Conv block, a gated self-attention block is applied
to obtain salient EEG features related to stress response and to capture both long-range
dependencies and global information using nonlocal operations. Typically, the attention
mechanism [25] is used for identifying important patterns in the input using a weight
matrix. Long short-term memory (LSTM) and GRU have been used, but recently, they are
being replaced by transformers.

In deep learning, the self-attention mechanism is a key component of the transformer
that can be applied to an entire sequence. This helps generate better sequence represen-
tations by learning task-specific relationships between different elements of a specific
sequence. The self-attention module computes attention weights by generating three linear
projections (Key, Value, and Query) of an input sequence, and mapping those weights to the
input sequence [26]. Key and Value are the characteristics of the 3D representation extracted
from each convolution block, whereas Query determines the value to be focused on during
the learning process. In this study, Key, Query, and Value are converted into vectors using
a 1 × 1 × 1 convolution filter and are expressed as k(x), q(x), and v(x), respectively.

Key : k(x) = Wkx, (1)

Query : q(x) = Wqx, (2)

Value : v(x) = Wvx, (3)

where x ∈ R(U×N) denotes the feature of the previous layer, U indicates the number of
channels, and N represents the number of feature positions in the previous layer; Wk, Wq,
and Wv denote the 1 × 1 × 1 convolution filters.
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Based on the similarity between Key and Query, the self-attention map ai,j representing
the attention weight is calculated as

ai,j =
exp(k(xi)

Tq
(
xj
)
)

∑n
i=1 exp(k(xi)

Tq
(
xj
)
)

, (4)

where ai,j denotes the weight of the week representing the relative interest between
each domain i and all other domains, j indicates the index of the output position, and
c ∈

(
c1, c2, · · · , cj

)
∈ R(U×N) represents the output of the attention layer, computed as:

cj = Wc(
N

∑
i=1

ai,jv(xi)), (5)

In Equation (5), a 1 × 1 × 1 convolution filter (Wc) is used to keep the number of
channels identical to that of the original input and ensure memory efficiency, thereby
reducing the number of channels in the final output. However, this attention mechanism
suppresses unnecessary information to learn and focus on important areas from the entire
3D representation, which results in total information loss. To address this problem, a resid-
ual connection is added. Typically, residual connections solve the gradient decay/explosion
problem by easing the propagation of the gradient as the network becomes deeper.

The residual network [27] is built out of modules called residual blocks, which can be
formulated as

y = Fb + R
(

Fb
)

, (6)

where y denotes the output of the residual module, Fb indicates the input, and R(Fb)
represents the output obtained by applying residual concatenation to the input sequence
Fb. This module is comprised of two 3DConvBs with a 3 × 3 × 3 Conv3D layer, 3D batch
normalization, and ReLU.

At the end of this original residual module, a self-attention layer is introduced to
ensure that global information can be efficiently captured without being limited to local
residual learning. Accordingly, the output of the residual attention (RA) block can be
expressed as

y = Fb + R
(

Fb
)
+ γA

(
R
(

Fb
))

, (7)

where A(R(Fb)) indicates the output of the self-attention map, and γ denotes a learnable
parameter. By default, γ is set to 0 to ensure that the network can only rely on signals from
local neighbors. As γ increases, the model effectively learns the context between signals by
giving increasingly greater weight to global information than to local information.

As a more advanced structure, we apply GRU [28] instead of the additive operations
used in existing residual connections to reliably learn the long-term dependencies of
important global and local information.

y = GRU
(

Fb, A
(

R
(

Fb
)))

(8)

The internal structure of the GRU model is shown in Figure 5. In general, GRU is
designed to dynamically memorize and forget information flows using reset (r) and update
(z) gates, respectively, to solve the gradient problem that disappears into a structure better
than that of an LSTM neural network [29].

In the proposed model, the lth gating layer Gl(Fb, AR(Fb)) is calculated using GRU
as follows:

r = σ
(

W l
r AR(Fb) + Ll

rFb
)

, (9)

z = σ
(

W l
z AR(Fb) + Ll

zFb + bl
z

)
, (10)
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ĥ = tanh
(

W l
h AR(Fb) + Ll

h

(
r� Fb

))
, (11)

Gl
(

Fb, AR(Fb)
)
= z� ĥ + (1− z)� Fb, (12)

where σ(.) denotes the element-wise sigmoid function; W, L, and b indicate the learnable
weights and biases, defined as r, z, and h, respectively; ĥ ∈ Rd; and d represents the size of
the hidden dimension.
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2.4. Inter-Frequency Band Mapping

General machine learning principles prescribe that the recognition unit should be
modeled to recognize an object, after which the search step uses the model to identify the
connection information of the recognition units to identify the best object. However, in this
case, the recognition unit cannot be expressed effectively regardless of modeling efficiency.
Therefore, mapping was introduced to correlate objects and add details that could not be
handled by modeling alone. An advantage of mapping is that it can rearrange a series of ob-
jects to express the phenomena created by the relationship between objects. Inter-frequency
band mapping is used to calculate EEG feature sequences in multiple-frequency bands,
which generates more effective attention representations because the complementary and
interconnective information is learned from other EEG feature representation subspaces,
unlike intra-frequency attention mechanisms.

In this study, the EEG signal is split into 4 frequency bands, which are then utilized
for inter-frequency band mapping. The model can be trained to extract emotion and stress-
related features from each frequency band and improve spatial complementary information
through frequency-to-frequency mapping. This configuration makes it easy to detect
abnormalities in the overall brain function. Without inter-frequency band mapping, when
there is a region in the α band lower than normal, the θ, β, and γ bands should be checked
individually to see which wave increases as the α wave in this region decreases. However,
combining the EEG features of inter-frequency bands allows us to apply complementary
and interconnected internal dependencies between frequency bands. In other words, it
can be immediately confirmed that if the θ wave increases in the area where the α wave is
reduced, the nerve cell activity in the area decreases, and if the β wave or γ wave increases,
the nerve cells in the area are overactive.

The inter-frequency band mapping maps all feature vectors to one-dimensional (1D)
vectors using a fully connected layer after flatten and concat operations, as seen below:

O(m) = concat
(

bandθ , bandα, bandβ, bandγ
)

W. (13)
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where bandb = f latten
(

Gl
b

)
, Gl

b denotes the intra-frequency gating layer output of the
current frequency band b, W represents a weight matrix of inter-frequency band mapping,
and m indicates the entire frequency range from 4 Hz to 50 Hz, which is the sum of
each frequency domain corresponding to θ, α, β, and γ. The flatten operation converts a
multidimensional input into a 1D vector, and the vector concatenation between different
frequency bands is made by the concat operation.

3. Experiment and Results

In this section, we discuss the performance of the proposed stress recognition method
using 3DCGSA. In this study, experiments are performed in a subject-dependent manner,
where the stress state model is trained for each subject and the stress state is classified. The
accuracy for each subject is then calculated using 10-fold cross-validation, and the final
classification accuracy for one stress dimension is the average of all subjects’ classification
accuracies. The 10-fold cross-validation evaluation means that 90% of the EEG data were
randomly selected for training. The remaining 10% were used for testing, and this process
was iterated ten times. Ten sets of results were finally averaged. The initial value of the
learning rate was 0.0001, and it was dynamically adjusted according to the performance of
the training set. This experiment performed 50 iterations with a batch size of 128. Further-
more, extensive experiments were conducted on three benchmark datasets to validate the
superiority of the proposed 3DCGSA.

3.1. Evaluation Datasets

The performance of the proposed stress recognition method was evaluated using three
datasets obtained from EEG signals generated by audio-visual stimuli.

• The database for emotion analysis using physiological signals (DEAP) [30] is a publicly
available dataset for emotional classification. It comprises multiple physiological
signals collected from 32 participants, aged between 19 and 37 years, who watched
40 music videos for 60 s each. Among the different signals, there were EEG signals
collected at a sample rate of 512 Hz from participants using 32 channels/electrodes,
which were positioned according to the international 10–20 system. The collected
EEG signals were downsampled to 128 Hz; electrooculogram (EOG) artefacts and
noises were preprocessed; the data were then averaged as a common reference. The
self-assessment manikin (SAM) scale, provided by DEAP for measuring the valence
and arousal based on Russell’s model for emotional representation, was included for
each music video. The valance, arousal, dominance, and preference were scored in 4
dimensions, each ranging from 1 to 10. The emotional state was labeled based on the
arousal and valence of the SAM scale. Low arousal and high valence are considered to
constitute a state of calm. Conversely, a stress state is when the valence is low and the
arousal is high. A total of twenty-four participants from this dataset were screened
and their annotated valence and arousal values were applied to (14) and (15) [31] to
classify the EEG signals into two state classes, those of calm and stress.

Calm = (arousal < 4) ∩ (4 < valence < 6), (14)

Stress = (arousal > 5) ∩ (valence < 3). (15)

• The virtual reality environment (VRE) dataset was obtained from a climbing virtual
reality system, comprising periods of stressful climbing over rugged mountain and
periods of rest (or calm) between the climbs. The virtual reality system was designed
to enable participants to receive and respond to audiovisual feedback through an
Oculus Rift, which included EEG caps. Twelve participants, including 6 males and 6
females aged between 20 and 30 years, wore an Oculus Rift with built-in displays and
lenses and experienced the VRE, and EEG signals were recorded for 10 min from each
participant at a sampling rate of 512 Hz using an EEG cap with 32 channels/electrodes.
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• The EEG dataset for the emotional stress recognition (EDESC) is a dataset containing
EEG signals obtained from 20 participants, including 10 males and 10 females aged
between 18 and 30 years. The EDESC recorded data at a sampling rate of 256 Hz in
two stages, before and after an activity, using a four-channel EEG headband. In the
preactivity phase, EEG data were collected for 3 min from participants sitting in a
comfortable position in a quiet room with their eyes open. In the postactivity phase,
EEG data were collected for 3 min from the participants sitting in the measurement
room after they performed the activity. The perceived stress scale (PSS) questionnaire
was used to classify the EEG signals as stressed or nonstressed. If the PSS score was
20 or higher, the subject was classified as stressed, whereas the subject was classified
as nonstressed if the score was less than 20. The authors who created the database
compared the pre- and postactivity phases, and reported that the preactivity phase
was more accurate for identifying stress. Therefore, we applied the preactivity phase
data to our experiments by dividing them into two classes (stressed and nonstressed)
and three classes (stress-free, mild, and stressed).

3.2. Experimental Methods

To evaluate the stress recognition performance of the proposed method, other existing
techniques were applied for comparison to 3DCGSA:

• Support vector machines using entropy features (EF-SVM) [32]: In this method,
entropy-based features were extracted from EEG signals decomposed using sta-
tionary wavelet transforms to detect mental stress; the obtained signals were then
applied to SVMs.

• Random forest algorithm with fine-grained EEG spectra (RF-FS) [12]: After decompos-
ing the EEG signals into 99 fine sub-bands rather than 5 EEG sub-bands, the PSD was
obtained, and it was then applied to the RF algorithm for stress recognition.

• 2D AlexNet-CNN (2D-AlexNet) [33]: Multi-channel EEG signals were converted into
2D spectral images and applied to AlexNet, which comprised five convolutional
layers, three max-pooling layers, three fully connected layers, and two dropout layers
involved in recognizing the stress state.

• Convolutional recurrent neural network (CRNN) [34]: This is a hybrid neural network
that combines a CNN and RNN, with the former encoding a high-level representation
of an EEG signal and the latter exploring the temporal dynamics of the EEG signal.
CRNN was composed of two convolutional layers, one sub-sampling layer, two fully
connected recurrent layers, and one output layer.

• Pre-layer-norm transformer (PLNTF) [28]: To learn the long-term temporal depen-
dence of multi-channel EEG signals, layer-norm was used before applying the multi-
head attention mechanism. Subsequently, the residual connection was applied, and
the layer-norm, feedforward, and residual connection were sequentially re-performed.

• Gated transformer (GTR) [28]: A gating mechanism was used to stabilize the training
process, using GRU instead of the addition operation in the residual connections of
the PLNTF structure.

• Hierarchical bidirectional gated recurrent unit model with attention (HBGRUA) [14]:
HBGRUA comprised two layers, wherein the first layer encoded the local correlation
between signal samples of one epoch of the EEG signal and the second layer recognized
stress by encoding the temporal correlation between the EEG sequences. The bidirec-
tional GRU and attention mechanism were used at both sample and epoch levels.

• Spatial frequency convolutional self-attention network (SFCSAN) [17]: In this method,
the EEG signal was decomposed into four frequency bands, and a convolutional
self-attention network was applied to the time–frequency entropy values obtained
from each frequency band. Furthermore, band mapping was performed between
frequencies, and the stress states were recognized using the softmax layer.
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• 3D residual attention deep neural network (3DRADNN) [35]: A 3D residual attention
neural network was combined with a 3D CNN and a residual attention deep neu-
ral network (RADNN). Additionally, RADNN was implemented to improve stress
recognition performance and capture local, global, and spatial information.

• Spatial frequency 3D convolutional neural network (SF3DCNN): In this method, the
EEG signal was decomposed into four frequency bands and a 3D convolution block
was applied to the time–frequency power spectrum value obtained in each frequency
band to extract the stress state spatiotemporal features. Thereafter, band mapping
between frequencies was performed, and the stress state was recognized using the
softmax layer.

• Spatial frequency 3D convolutional residual-attention deep neural network (SF3DCRA):
This method uses 3D convolutional block and residual-attention block (using additive
operations) in each frequency band to capture the spatiotemporal features correspond-
ing to the stress state, and inputs the final attention characteristic information obtained
through inter-frequency band mapping into a linear layer. Then, the stress state is
recognized through the softmax function.

Except for RF-FS and EF-SVM, all the listed methods involve deep learning; RF-FS and
EF-SVM, however, only involve machine learning. HBGRUA, PLNTF, GTR, 3DRADNN,
SFCSAN, SF3DCRA, and 3DCGSA combine deep neural networks and attention mecha-
nisms. Among them, PLNTF, GTR, 3DRADNN, SFCSAN, SF3DCRA, and 3DCGSA apply
the self-attention method of the transformer. Particularly, the self-attention method was ap-
plied throughout the frequency in PLNTF, GTR, and 3DRADNN, whereas it was applied to
each frequency band in SFCSAN, SF3DCRA, and 3DCGSA. Both SF3DCNN and SF3DCRA
sequentially confirm the role of each part of the proposed 3DCGSA network.

Recognition performance was evaluated based on commonly used standard metrics,
including recognition accuracy, F-measure, precision, and recall. These metrics can be
defined as

precision =
TP

TP + FP
(16)

recall =
TP

TP + FN
(17)

F−measure = 2
precision · recall

precision + recall
(18)

where TP, FP, TN, and FN denote the total number of true positives, false positives, true
negatives, and false negatives, respectively. Additionally, recognition accuracy was used as
an overall measure for classification.

accuracy =
TP + TN

TP + TN + FP + FN
(19)

3.3. Results

Tables 1–4 summarize the average EEG emotional stress state recognition performance
results of the different methods. The proposed 3DCGSA method achieved the highest
recognition rate on all datasets, with accuracies of 96.68% for DEAP, 95.64% for VRE,
91.52% for two-level EDESC, and 90.12% for three-level EDESC. Although the recognition
accuracies of SF3DCRA and SFCSAN were lower than that of 3DCGSA, it was superior
to the other nine methods. This indicates that the methods applying the attention mecha-
nism to each frequency band, primarily associated with EEG activity, resulted in a more
effective recognition performance than the methods applying the attention mechanism
to the raw EEG signal. HBGRUA, PLNTF, GTR, and 3DRADNN, which combine deep
neural networks and attention mechanisms, exhibited better recognition accuracy than
EF-SVM and RF-FS, verifying that attention mechanisms positively and strongly affect deep
neural networks. However, although the attention mechanism was reflected in the case of
HBGRUA, the recognition accuracy was slightly lower than that of CRNN. RF-FS had the



Appl. Sci. 2022, 12, 11162 12 of 15

lowest recognition accuracy. In addition to recognition accuracy, the proposed 3DCGSA
provides the best performance in terms of precision and F1-measure. This confirms that the
extraction of the discriminative EEG features of multiple frequency bands through a 3D
convolutional gated self-attention network in order to map them onto the final attention
representation, and that the learning of global frequency band information to yield better
results, are valid methods of analysis.

Table 1. Stress recognition results using the DEAP dataset.

Method Accuracy Precision F-Measure

RF-FS 79.84 75.64 76.03
EF-SVM 81.45 81.31 81.07

2D-AlexNet 81.83 83.51 82.11
HBGRUA 84.62 84.52 83.94

CRNN 86.77 86.58 86.16
SF3DCNN 87.13 86.94 86.52

PLNTF 88.42 86.89 86.75
GTR 89.67 89.77 88.65

3DRADNN 91.46 91.27 90.85
SFCSAN 92.83 92.76 92.15

SF3DCRA 94.52 94.62 93.50
3DCGSA 96.68 96.77 96.39

Table 2. Stress recognition results using the VRE dataset.

Method Accuracy Precision F-Measure

RF-FS 75.79 77.47 77.09
EF-SVM 77.78 77.64 76.40

2D-AlexNet 79.57 79.38 78.96
HBGRUA 81.78 80.25 80.11

CRNN 83.92 85.60 85.22
SF3DCNN 85.63 85.56 84.96

PLNTF 86.53 86.62 86.24
GTR 87.97 87.87 87.29

3DRADNN 89.59 91.27 90.89
SFCSAN 92.74 92.55 92.13

SF3DCRA 93.61 94.9 93.91
3DCGSA 95.64 95.57 94.96

Table 3. Stress recognition results using the two-level EDESC dataset.

Method Accuracy Precision F-Measure

RF-FS 74.52 77.60 76.20
EF-SVM 76.13 77.81 77.43

2D-AlexNet 78.56 78.65 78.27
HBGRUA 80.13 80.03 79.45

CRNN 81.03 82.71 82.33
SF3DCNN 82.12 82.05 81.44

PLNTF 83.17 83.26 82.88
GTR 84.34 84.4 83.66

3DRADNN 86.25 84.72 84.58
SFCSAN 87.47 87.28 86.86

SF3DCRA 89.48 89.57 89.19
3DCGSA 91.52 93.20 92.82
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Table 4. Stress recognition results using the three-level EDESC dataset.

Method Accuracy Precision F-Measure

RF-FS 71.47 73.15 72.77
EF-SVM 73.21 73.30 72.92

2D-AlexNet 75.39 77.07 76.69
HBGRUA 77.24 77.33 76.95

CRNN 79.53 79.46 78.85
SF3DCNN 80.62 80.72 80.60

PLNTF 81.24 82.92 82.54
GTR 83.32 83.25 82.64

3DRADNN 85.04 84.85 84.43
SFCSAN 86.67 86.53 85.29

SF3DCRA 88.15 88.25 87.13
3DCGSA 90.12 90.21 89.83

The stress recognition rate, precision, and F1-measure in VRE were lower than those
in DEAP because some participants were likely distracted and not entirely immersed in the
virtual environment. Additionally, a comparison of the recognition rates, precisions, and F1-
measures of the three datasets indicated that the EDESC dataset contained more sensitive
data for stress recognition than the DEAP or VRE datasets. Moreover, the recognition rate,
precision, and F1-measure were lower in three-level EDESC than those in two-level EDESC;
this is attributed to recognition errors that occurred between the two classes, wherein
nonstressed and mildly stressed states were not easily distinguished.

Detailed experiments were conducted to investigate the effect of intra-frequency
self-attention and inter-frequency band mapping on emotional stress recognition in the
3DCGSA method. Intra-frequency self-attention is a method of applying 3DCGSA to only
one frequency band instead of a combination of frequency bands. Equations (7) and (8)
were applied, and the experimental results are presented in Table 5.

Table 5. Performance comparison between intra-frequency self-attention and inter-frequency band
mapping based on the DEAP dataset.

Method Recognition Accuracy (%)

RA GRU-RA

θ 84.95 87.06
α 86.53 88.55
β 88.54 90.72
γ 90.07 92.33

(θ, α, β, γ) 93.99 96.68

The main characteristics of the simulation can be described as follows:

• In the case of intra-frequency self-attention, the γ band had superior accuracy than
other frequency bands. This experimental result is consistent with psychological
studies [36] that reported that γ band activity is closely related to memory, learning,
reminiscence, selective concentration, and high-level cognitive processing.

• When comparing the results of the inter-frequency band mapping model with those
of the intra-frequency self-attention method, the advantages of this framework could
be clearly seen. Combining EEG features of all frequency bands, (θ, α, β, γ), resulted
in much better recognition performance compared to using only one frequency band.
This means that combinations of frequency bands help to achieve the best results by
making the most of complementary information.

• When applying the RA method, using GRU instead of additive connection showed im-
proved results in both intra-frequency self-attention and inter-frequency band mapping.
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4. Conclusions

A method to improve stress state recognition performance is proposed. First, multi-
channel EEG signals are decomposed into four frequency bands, then 3DCGSA is applied
to each frequency band, and finally complementary information is learned through inter-
frequency mapping. Experiments performed using DEAP, VRE, and EDESC datasets
demonstrated that the proposed method can effectively recognize stress states when com-
pared to conventional methods. However, our approach has some limitations. Sufficient
data are needed to support abundant parameterization to perform deep learning. Since
learning and reasoning are time-consuming, and methods to reduce computation are re-
quired. Future studies will focus on improving the proposed method by reducing the
computational burden while maintaining the recognition accuracy. Furthermore, the de-
veloped method is intended to be applied to the study of human brain activity in the
purchasing decision-making process and sleepiness detection based on EEG pattern anal-
ysis. Furthermore, the proposed method can be applied to study human brain activity
through EEG pattern analysis. To this end, we plan to use EEG cortical scans to track where
stress occurs in the brain, and cross-validate the results with respect to neuroscience.
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