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Abstract

:

Mass customization production is a manufacturing process in which mass-produced products are modified according to specific customer needs. An example of such production is furniture production, where multiple options options for various components or features are available. Demand forecasting in mass customization industry is a difficult task for organizations and is both crucial for their profits and for market penetration. Unfortunately, the currently available tools are focused on more standard demand forecasts, which lack interpretable representation of information relevant for mass customization products. This is especially relevant for ERP systems, which are the backbone of modern manufacturing. We propose a forecasting method adapted to the needs of mass customization by focusing on demand prediction—not on finished products, but on key intermediate goods. Moreover, we provide a method for determining such goods. As an additional consequence we provide an implementation strategy that reduces the risk and time consumption when implementing forecasting in ERP systems. All the results are implemented as appropriate functionalities of a IFS Application ERP system.
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1. Introduction


Mass customization production is a process in which mass-produced products are modified according to specific customer needs. An example of such a production is furniture production, where multiple options for various components or features are available. In typical mass-production the customer can only buy standard products whereas mass customization production allows one to build a product that meets specific individual customer requirements. The production of this type, in addition to the standard product, enables the production of products in many variants, intermediate goods and spare parts in mass quantities [1]. In contrast to other production strategies, mass customization production is harder to plan and have to face both planning of high variety production and planning of high volume production [2]. In particular, forecasting the demand for multivariate products, intermediate goods and spare parts is a significant problem [3]. Firstly, this is due to the usually limited knowledge of production and sales planners about forecasting methods. Secondly, the problem is the huge number of elements for which the forecast must be made at the same time.



Large ERP systems support certain methods for demand forecasting. A survey of popular methods can be found among the others in Refs. [4,5,6]. The purpose of this functionality is the reduction of safety stocks and optimization of inventory replenishment [7,8]. Many works highlight the importance of integrated sales and production and supply chain planning supported by ERP systems [5,7,8] also in mass customization industry [1,9]. Unfortunately, there is no methodology nor accessible and interpretable software (ERP module/element) supporting demand forecasting in mass customization production. There are some works considering the difficulties of demand forecasting in the mass customization industry, advocating various quantitative forecasting methods, e.g., machine learning [10,11,12,13]. Among others, Ren [11] and Siddiqui [5] use sales data from ERP systems in forecasting [5,11]. What is however missing is the analysis of lost sales scenarios using appropriately chosen historical demand data.



An additional issue regarding the incorporation of forecasting into the ERP system operation is its implementation. Many authors have analysed ERP implementation methodologies [14,15,16], as well as the critical success factors [17,18,19]. What is missing, however, is an analysis of the adaptation of ERP implementation methodologies to new ERP system modules. This is especially important in analytical functionalities such as demand forecasting.



In our work, we want to address the gaps we have indicated. Firstly, we want to propose to change focus of forecasting in mass-customization production from sales goods to key intermediate goods. We also propose a method for determining key intermediate goods. This addresses the issue, that mass customization industry users have difficulty interpreting how the final product forecasts are useful for their product, especially considering short product life-cycle and customer dependent demand. The proposed method of forecasting is integrated in the ERP system supporting integrated management in a company.



Moreover, we present a new methodology for the deployment of forecasting modules in ERP systems, consistent with ERP waterfall implementation. The advantages of our approach are risk reduction and time reduction.



The issues mentioned here were highlighted in our previous conference work [20]. There are however significant extensions, in particular, we present:




	
Details of the problem description in the mass-customization industry;



	
Forecasting methods in the mass-customization industry based on the literature;



	
Analysis of the correct reflection of historical demand in ERP systems to also consider lost sales;



	
Analysis of standard methodologies for implementing ERP systems in terms of adaptation to the specific requirements of implementing a forecasting module;



	
A detailed completion of the steps in the proposed implementation methodology, which was generally introduced in the previous paper; an evaluation of the proposed methodology in mass-customization companies;



	
A detail of method for grouping forecast parts in the mass-customization industry to reduce the labour intensity of forecast and based on data integration in the ERP system.








The rest of the paper is organized as follows. In the Section 2 we present mass customization production characteristics, its complexity and reasons why demand forecasting in this industry is important. In the Section 3 we describe a literature review related to demand forecasting in the industry and business approaches to the issue. In the Section 4 we describe how we conducted the research. In the Section 5 we propose a forecasting method for mass customization production based on key intermediate goods instead of finished products in ERP system. In the Section 6 we propose the new methodology for implementing the forecasting module in the ERP system. The Section 7 contains the discussion of results. The paper finishes with the conclusions.




2. Mass Customization Production Characteristics


Mass customization production is a developing manufacturing trend in the 21st century. A characteristic feature of this type of production is the flexibility and personalization of products to order at low unit costs, as in mass production [2]. Innovative manufacturing techniques enable companies to produce replacement and variant parts that are combined in a variety of ways [21]. This allows one to build a product that meets specific customer requirements. Companies that offer mass customization can give themselves a competitive advantage over other companies that only offer standard products. In some cases, product components are modular, allowing the customer to mix and match options to create a semi-custom final product. For example, cam dowels consist of four customized modules: drive, rotating sleeve, restrictive flange, and direct thread. The individual modules are available in different lengths, widths, and colours. Additionally, they are packed in personalized blisters. The finished product is assembled according to the individual customer specification, for a specific order and the required completion date. In typical mass production, the customer can only buy standard products.



Mass customization can cover numerous areas, for example the clothing industry, the furniture industry, the cosmetics industry, and the steel industry. Mass customization industry is based on the production of products according to the product structure graphs, the so-called Bill of Material (BOM). The graph is a multi-level structure that defines which components (intermediate goods and raw materials) are included in the final product, with what consumption standard and in what configuration. The BOM may also include substitutes instead of original parts/item, which can be used with better profitability. Individual components may be included in many different product structure graphs. Additionally, there is no restriction that a finished product sold to different customers is an intermediate good for other finished products at a different graph level and it should be considered in production planning. Product structure graphs are defined as many as the manufactured products are offered [22].



In the mass customization industry, there are many new variants of sold items per month, which means the need to define new graphs.



Generally, in the mass customization industry, manufacturers delay product differentiation until the final production phase. Requirements from manufacturers to adapt the product to their individual needs are often dictated by large retail chains. Consequently, customization companies can give themselves a competitive advantage over competitors who are not flexible to customer requirements. An additional requirement is the availability of products within the order period. Thus, mass customization production is characterized by both high variance and high production volume. Other production strategies are characterized by the inverse proportionality of the production variance vs. production volume. This means that other production strategies have to face either planning of high variety production or planning of high-volume production—but never with both.



Therefore, the production of mass customization is characterized by the greatest complexity compared to other production strategies. This strategy is connected with the difficult planning and management of the production schedule and stock replenishment. The supply chain is very complicated because it combines difficult to predict customer orders with long waiting times for the delivery of raw materials [2]. Production planning should be transferred to standard intermediate goods that are part of many multi-variant graphs of the product structure. It is difficult to determine which intermediate goods should form the basis for production planning. In such a situation, it is also impossible to plan production without meeting the demand forecasts [13]. Forecasting the demand for mass customization production is highly volatile. An additional difficulty is the short life cycle of the products. Without sufficiently long time series describing sales, it is impossible to make long-term forecasts using classical techniques. In addition, long lead times for the purchase of raw materials needed for production are currently observed on the market. This is due to globalization and increased specialization. Long replenishment times, in turn, increase the need for long-term forecasting. Moreover, a great difficulty in planning replenishment in this industry is the high complexity of the product structure graphs. Using a traditional solution for sales forecasting means that detailed forecasts are needed for a much larger number of products and for a longer time horizon. Classic forecasting methods mostly fail to forecast demand based on a short product history and a growing number of unique products.




3. Demand Forecasting in Mass Customization Production


Demand forecasting is a fundamental part of many industrial problems in the area of inventory management and production planning [23]. Accurate demand forecasts influence quality S&OP (Sales and Operations Planning), which contributes significantly to the overall management of the company. This makes it possible to maintain adequate inventory levels and thus save on warehouse maintenance costs. In [10], Kim et al. concluded that generating demand forecasts is undoubtedly the most important part of the mass customization industry. They show why mass customization is required in smart manufacturing, and they identify suitable demand forecasting techniques by comparing the traditional time series analysis method (ARIMA model) with a nonlinear neural network model. Despite this, Ren et al. [11] pointed out that forecasting demand for products from the apparel industry is still a difficult task for both academia and the industry. In Ref. [12] Fattahi et al. present a specific forecasting problem in the mass customization industry through the issue of car production. They note that car manufacturers produce various types of final cars, which makes it impossible to forecast the demand for individual configurations. The contribution rate of each of the options to total sales is what companies are able to forecast. However, the current forecasting approach does not take into account the principles of customer choice of configurations, so that the forecasted contribution coefficients are often not feasible under actual conditions, leading to overstocking, shortages of final products and consequently to customer dissatisfaction. The problem is formulated as finding a point in the convex cone of feasible configurations that has the minimum Euclidean distance from the predicted input coefficients. The authors present an approach similar to a variant of the Frank–Wolfe method that sequentially constructs a feasible region and stops when it finds the best feasible contribution coefficients.



Demand forecasting in the mass customization industry is characterized by high volatility. In addition, the market is currently experiencing long delivery times for raw materials needed for production. This is due to globalization and deepening specialization. Long replenishment times, in turn, increase the need for long-term forecasting. A major difficulty in planning replenishment in this industry is also the high complexity of BOM graphs. An additional difficulty is the short product life cycle. Without sufficiently long time series describing sales, it is impossible to make long-term forecasts using classical techniques. Indeed, using a traditional sales forecasting solution means that detailed forecasts are needed for numerous products over a long time horizon. In the scientific literature, as noted above, we can find many papers on the advanced methods of demand forecasting in the mass customization industry. However, there is a big gap between research and business, because business is short of the ability to use complex forecasting methods and usually simple solutions are used. This gap was noted, among others, in the paper [24], where the authors analysed the gap between research and practice in the field of demand forecasting: obstacles to the adoption of advanced techniques and methods, and analysing the empirical findings. In addition, the commerce of decision support systems does not have complex solutions in this area. Most technologically advanced companies use ERP (Enterprise Resource Planning) and APS (Advances Planning and Scheduling) systems to manage planning and scheduling. The largest IT systems of this type, such as SAP, IFS, SYSPRO, Oracle, Microsoft, Asprova, provide only basic forecasting methods, such as [4,5,6,25]:




	
Naive methods;



	
Moving average;



	
Holt–Winters exponential smoothing models;



	
Seasonal Box–Jenkins model;



	
Croston model;



	
Linear regression;



	
and, some of them, ARIMA.








The gap between business and research area was observed during InfoConsulting’s implementation projects. Most clients performed the master plan or the sales and production manually, entering the last year’s execution and increasing the value by the percentage set by the management board. We identified the following reasons [20]:




	
Lack of forecasting skills in the company;



	
Lack of an appropriate tool to calculate historical demand, understood as real sales and lost sales;



	
The inability to analyse all sales parts, due to too many sales parts for different markets.








The clients who forecast and analyse its accuracy make these forecasts using MS Excel by importing aggregated historical sales data from the ERP system and using the simplest statistical methods. Hardly any companies use specialized forecasting tools. Besides, the forecasting module, which is desirable, is rarely implemented because of the relatively long implementation being time and labour-intensive. In general, the implementation of most functional modules of ERP systems consists of the following stages:




	
Analysis of business processes belonging to a given functional area;



	
Mapping of processes to system functionality;



	
Parameterization and configuration (possible modifications);



	
Migration of static data (master data);



	
Training;



	
Operational tests.








However, the implementation of an analytical and forecasting module additionally requires:




	
An analysis of the client’s historical data and other data influencing the forecast;



	
Advice on the shape and method of forecast creation:



	−

	
Define the recipient for which the forecast is created (forecasting may concern recipients at various levels of management: operational, tactical or strategic),




	−

	
Defining the level of the product structure (individual products, groups of products or the entire assortment can be forecasted),




	−

	
Defining time horizon of forecast (short-term, medium-term, long-term),







	
Teaching theoretical foundations and practical procedure.









4. Research Methodology


The project analysed the forecasting potential in mass customization companies in Poland. A review was done for several companies, but data and information for detailed analysis were obtained from the three mass customization manufacturing companies. These were companies from industries of metal and fittings, providing durable goods addressed to private end users or professional ones, wholesalers, retail chains, and industrial users. All companies are large Polish companies from the following voivodeships: Silesian, Lower Silesian, and Lesser Poland. All companies have implemented IFS Applications as ERP system with the Supply Chain Planning module without Demand Forecasting functionality. The project used historical data on inventories and orders, from a period of 36 months, containing probes for approximately 8,000,000 records for 15,000 customers. In Ref. [20] the overall results obtained for the mass-customization and pharmaceutical industries are presented. In this paper, we present in detail the implementation methodology and the research elements related to forecasting in the mass-customization industry.



Analysed companies were deterred by a long period of implementation of the current forecasting systems, lasting several months and each time requiring long-term data analysis and labour-intensive data preparation. If the forecasting system is part of an ERP system, then the implementation methodology of such a system must be consistent with the ERP system implementation methodology, but quickly lead to a prototype capable of making preliminary forecasts.



We also investigated the possibility of correctly defining historical demand in ERP systems for time series analysis. Historical demand data must also reflect so-called lost sales. The ERP system registers the date required and quantity required, date planned and quantity planned, date shipped and quantity shipped, and cancelled sales lines. Date required and quantity required are the data of what quantity and when the customer wanted to buy. Date planned and quantity planned, are the date and quantity of delivery agreed with the customer based on the company’s capabilities right after the order was received. Delivery date and delivery quantity are the data of the final order’s execution. Often, these three dates and three quantities are different, even though companies strive to fully satisfy their customers and deliver the goods in the quantity and on the date required.



The following Figure 1 shows an example of the differences.



Another difficulty is that customer orders are often cancelled. We have investigated the reasons for cancellations and how it affects forecasting. The most common reasons are order-related errors and mistaken repeat orders, but orders are also cancelled due to lack of goods to sell or customer cancellation due to long waiting time or finding a better offer from a competitor. This is why the properly forecast demand should be based on data that reflects demand and not sales realization. We have analysed how to register customer orders so that information on lost sales is not lost. What is very often ignored about this aspect of forecasting is that one must also skilfully reflect historical demand, and thus skilfully calculate so-called lost sales. Often during forecasting in manufacturing companies, this aspect is forgotten, and most ERP systems have the appropriate data on the basis of which it is possible to reflect historical demand correctly. Therefore, the method by which customer orders are registered in the system has a major impact on how historical demand is calculated.




5. Forecasting for Mass Customization


Forecasting in the mass customization industry is difficult because end products are very numerous, and, due to volatility, they may have a short demand history or the demand is sporadic. Data analysis showed that the demand profile of a single finished product is often sporadic or has large random fluctuations. Typically, single final product demand has no seasonality or trends. Forecasting on small quantified data and occasional demand generates large forecast errors. On the other hand, many of the final products have common intermediate goods, which are the main element of manufacturing. Therefore, we have proposed an approach that distinguishes key intermediate goods and forecasts finished products with common intermediate goods together. We proposed adding part groupings that have the same key intermediate goods and forecast product groups rather than individual parts. The proposed algorithm checks in the ERP system which final products have the same key intermediate goods product in the BOM, according to the algorithm described below.



Developing an algorithm that groups products appropriately required analysing their bills of materials (BOM). BOMs in the mass customization industry are multi-level and complex. In addition, the same intermediate assemblies can be in multiple products at different BOM levels and in the same product more than once, also at multiple levels. A key intermediate good is one of the intermediate assemblies that is mass-produced and is at the lowest possible BOM level (sometimes it is also the final product). Such a distinction is important because between the production of a key intermediate good and the final products should not include many operations from the technological route, and thus should not be far apart in time. Going too far into the product structure would result in the grouping of too many final products that are not at all similar. Figure 2 shows an example of possible multi-level BOMs.



In order to determine the key intermediate goods, we analysed the following data:




	
BOMs, which contained hierarchy information that determined the level of the inventory part in the graph. A value 0 means that the part is a finished product, while a value of 1 means that the part is an intermediate product on a level 1 in the BOM. Similarly, for values of 2, 3, and higher. Level 3 intermediates form level 2 intermediates, level 2 intermediates form level 1 intermediates, and level 1 intermediates form the finished products. We had information about the id of the inventory part and the id of the final product, so if the value of hierarchy is 0, then id of inventory part and id of final product are the same in the dataset. We did not take into account the amount of upstream intermediates that goes into downstream products;



	
ABC and XYZ analysis—ABC analysis divides an inventory into three categories related to the value of inventory costs. ‘A’ parts are very important for an organization. ‘B’ parts are important, but of course less important than ‘A’ items and more important than ‘C’ parts. ‘C’ items are marginally important. XYZ classification is one method of classifying resources according to regularity of demand, it implies a division by rate of consumption or sales: X-high rate of consumption, Y-medium rate of consumption, and Z-low rate of consumption. Through these analyses, we get a breakdown of products and intermediates into nine groups: AX, AY, AZ, BX, BY, BZ, CX, CY, and CZ.








The proposed algorithm for selecting the key intermediate goods is as follows:




	
Reading the level 0 position;



	
Checking whether there is a level 0 part that is at level 1 or higher in the hierarchy of another finished product. If so, check that there is no other finished product in this hierarchy. If not, we assigned products to one group, if so, the ABC/XYZ category was checked and the item was assigned to the group with the higher category value. If the ABC/XYZ analysis did not give a clear answer, the company planner should decide;



	
Checking whether there is a level 1 part that is at level 1 or higher in the hierarchy of another finished product and starting with parts from the highest ABC/XYZ category and highest demand. Check that there is no other level 1 product in this hierarchy. If there is no other, we assigned the products to one group. If another level 1 product in this hierarchy exists, then the ABC/XYZ category is checked and the part is assigned to the group with the higher category value. If the ABC/XYZ analysis did not give a clear answer, the company planner should decide;



	
Similarly, we checked level 2 and level 3 parts. Based on the planner feedback, we searched the graphs up to level 4.








The research analysed the forecasting methods available in the ERP system such as: naive methods, moving average, Holt–Winters exponential smoothing model, seasonal Box–Jenkins model, Croston model, linear regression, ARIMA, and seasonal profile based on season indexes, which estimates how much the demand during a particular season will be above or below the average demand. These methods are interpretable for business users involved in production planning, but are not of adequate accuracy for this type of historical demand. After grouping the products, the historical data of the sales of these parts are aggregated, and a forecast is generated on this basis. It turned out that such aggregated data contains both seasonal components and trends. In this way, a sporadic and lumpy demand was excluded. Therefore, the production plan is performed for key intermediate goods. On the other hand, replenishment of inventories for components included in a higher level of BOM than the intermediate good is performed on the basis of determining the minimum and maximum inventory levels. Forecasting on aggregated data besides on single sales part is presented in the Figure 3. The example was generated using ARIMA implemented in IFS Application with the Box—Jenkins methodology. The order of models was determined by analysing the sample autocorrelation function (ACF) and partial autocorrelation function (PACF).



As a result, we have achieved much less labour-intensive forecasting, because instead of forecasting several thousand manufactured parts, we forecast several hundred product groups, and we have achieved better forecast accuracy in many cases.




6. Development Data-Driven Implementation Methodology


The developed methodology for implementing the demand forecasting module is consistent with the methodology of implementing the ERP IFS Applications system and data-driven culture. The change in the methodology for implementing this module is due to the fact that the success of the implementation also depends on proper data analysis. In other implementation modules, only adequate analysis of business processes is sufficient. In manufacturing companies, there is often a lack of knowledge on how to forecast demand most effectively. This is especially true in the mass-customization industry, where many thousands of finished products are sold. Consequently, the scale of data which should be analysed is huge. In addition, data migration is avoided during the early stages of standard ERP implementation because of the difficulty of this task and the time-consuming nature. The early stages of implementation are based on a sample of test data. However, when implementing a forecasting module, this approach can be disastrous due to the economies of scale, which the customer may not be able to handle after implementation without proper support, or require time at too late a stage of implementation for testing and usability analysis. For these reasons, the implementation of this module often fails. Sometimes the project has to start from scratch or extension of the project deadline is required.



6.1. Standard Methodologies for ERP Implementation


ERP system implementation is most often a transition from another system to a new system. Such an implementation is related to many factors, e.g., to improve business performance, to position the company for growth, to reduce working capital, to better serve customers, or to replace old ERP or legacy system [26].



ERP system implementation is a unique [27] and formidable challenge, with a typical timing of one to five years [28]. Such projects are extremely risky, expensive, and involve a lot of company resources. Unfortunately, market research shows that at least a quarter of projects are failures [26]. Therefore, a proper implementation methodology is very important.



The typical ERP implementation project is based on waterfall methodology, with different steps in their phases. The vendor’s methodologies are sequential and, on many levels, based on generally applicable standards in project management, such as PMBOOK or PRINCE2. Agile methods in ERP implementation are used less frequently, usually in small- and medium-sized enterprises and as a complement to waterfall methodologies, especially in new cloud technology implementations where there is a lot of development work involved [15,16]. Table 1 lists implementation methodologies defined in scientific research [14] and by the largest ERP vendors [29]. Each quoted methodology highlights the stage at which the migration of data from the previous system is first performed. Often, this is only a selected, small sample of data required to test the correct representation of business processes in the system. As can be seen in the table, in most cases, this is the second-to-last stage. For most functional modules of ERP systems, this approach is satisfactory. For the forecasting module, however, we noted that it is impossible to validate the forecasting process without having a practically complete analysis of historical demand data from the previous system. We have noticed that performing migration of historical data at the penultimate stage of implementation often results in prolonged implementation and the need for increased support of system users in the system go-live stage.




6.2. Proposed Methodology


The proposed methodology fills in the existing gaps in the standard ERP system implementation methodology needed to properly implement the forecasting module. The methodology has been initially proposed in Ref. [20]. In particular, there is a lack of elements that will enable a rapid prototype to confirm the required accuracy of the forecasts. The methodology also needs to be phased according to the IFS Application implementation methodology, as the module being implemented is part of the IFS Application implementation.



Standard stages do not include elements that are necessary to implement the forecast module:




	(1)

	
Formulation of the forecasting problem;




	(2)

	
Analysis of prognostic premises;




	(3)

	
Establishing data requirements;




	(4)

	
Data collection;




	(5)

	
Data analysis-understanding data;




	(6)

	
Data processing;




	(7)

	
Modelling;




	(8)

	
Evaluation;




	(9)

	
Implementation;




	(10)

	
Feedback.









These elements should be properly integrated into the standard methodology. Below are the standard stages of the implementation project supplemented with elements specific for the forecasting module (see Figure 4).



	
Stage 1



The first stage of the project is to define the project. In this implementation phase, based on standard methodology, the following activities are carried out: taking business requirements, analysis of business processes at a general level, rough mapping of data sources, and rough analysis of technical requirements. On this basis, a rough analysis of the demand forecasting process should be performed, as well as an outline of the mapping of the forecasting process taking place in the ERP system functionalities, so that the customer’s process is changed as little as possible. However, for the forecasting module, two additional elements should be considered: formulation of the prognostic problem and analysis of the prognostic premises.



As part of the formulation of the forecasting problem, the forecasting objectives should be set up. Consequently, the client, in cooperation with the implementation consultant, determines:



	-

	
Which products should be forecast: single products, product groups, or an assortment;




	-

	
Who will be the recipients of forecasts in the company;




	-

	
Who will be the executors of forecasts, i.e., it is necessary to determine what the composition of the team executing the forecast will be;




	-

	
How the roles of persons from the team will be assigned;




	-

	
Who from the team will have authority for which stages of the forecast execution;




	-

	
The process for executing the forecasts within the company, i.e., what the flow of information between the participants in the process will look like.







The outcome of the analysis of prognostic premises is hypotheses about the factors shaping the phenomenon and the identification of the data set needed to make a forecast. This requires a quantitative and value assessment of the assortment by demand (ABC and XYZ analysis). Knowledge of demand in past periods—both in terms of quantity and value—is crucial for decision-making. Therefore, based on the data from the previous ERP system, the results of the ABC analysis of historical turnover value data for individual items over a longer period (e.g., one year) and the XYZ analysis in terms of quantity should be combined. As a result of the analysis, it should be determined:



	-

	
The frequency of forecasting, i.e., how often the forecast will need to be recalculated and how often new relevant data will come in;




	-

	
The minimum satisfactory forecast accuracy to be able to use the results for decision-making;




	-

	
Definition of the forecast horizon.







The first mapping of data sources also takes place in this phase. The client prepares a sample of the most important parts. Most often they are very valuable and frequently rotating items, i.e., they belong to the AX, AY, BX, and BY groups in the ABC and XYZ classification.



	
Stage 2



Designing the solution in standard methodology by performing the following standard activities:



	
Establish the infrastructure;



	
Workshops and consultations;



	
Process re-engineering;



	
Process mapping;



	
Preliminary draft of any modifications.






This phase is one of the most labour-intensive and the success of the implementation depends on its effects. As part of the infrastructure preparation for the implementation of the demand forecasting module, the installation is performed. For the demand forecasting module in the IFS application system, additional components are installed: forecasting server and client application for forecasting. As part of the workshops and consultations, training is carried out related to the methodology of forecasting based on data, familiarizing the client with the operation of the system so that the next activity, which is re-engineering of processes, can be performed. As part of the process of re-engineering, the target formulation of the prognostic problem and the analysis of prognostic premises are performed. Then, as part of the process mapping activity, the following is performed: establishing data requirements, data collection, and data analysis.



In addition, in this phase, as part of the changes to the methodology, we are adding the following elements required to implement the forecasting module. It should be determined:



	−

	
Whether all input data will come from the IFS Application ERP system or whether it will also be imported from external sources; if data from external systems will be used, determine how this data will be migrated, to an auxiliary view in the ERP system;




	−

	
Whether the input data will be volume or value sales data and what the series will look like;




	−

	
The purpose of defining the series is to indicate in the ERP system the object from which historical demand data will be taken, on the basis of which forecasts will be generated; in principle, the time series should map the sales network, understood as geographical areas, distribution channels, customer groups, or individual customers;




	-

	
Data constraints are needed to eliminate data redundancy, e.g., stock transfers or double-entry accounting.







As part of the data collection step, a migration of historical data from previous transaction systems is performed. Data analysis then follows. This is a very important stage, as it enables the established assumptions and data requirements to be verified and the outcome of the analysis shapes the way the data are handled in the next stage. As part of this stage, an assessment of data quality (frequency, variability), the presence of missing data, atypical observations, and the identification of uncertainty factors is performed. The reasons for abnormal observations and the significance of random variations in demand are checked. In addition, an assessment of the demand profile and an evaluation of the pattern of demand changes is performed as part of this stage.



	
Stage 3



Preparation of the solution performed for the following standard activities:



	
Programming possible modifications;



	
Implementation of possible modifications;



	
Training in mapped processes;



	
Documenting and verifying the solution;



	
Tests;



	
Workshop verification;



	
Test data migration.






Due to demand forecasting module requirement, as part of this stage, the training additionally includes data processing, modelling, and evaluation of the results. Modelling is usually the most labour-intensive stage, as the data cleaning stage is facilitated by using data from the ERP system. Furthermore, it is an iterative stage whose number of iterations depends on the results of the next stage, which is evaluation. This step compares different solutions for different models and their parameters and examines the impact of various elements, such as marketing campaigns. Evaluation consists of assessing the acceptability and quality of the forecast. Evaluation answers the question: Does the model used really answer the question posed, or does it need to be adjusted? This stage is iterative, performed until the evaluation of the applied predictive models to the data is positive. The three steps are feedback-coupled. Therefore, the evaluation stage also belongs to the test phase of the implementation of the demand forecasting module. Then, during the workshop verification, the above three steps are carried out by the users of the system themselves, with the support of the consultant, but the emphasis is on making the new users as independent as possible. As part of the test data migration, a larger sample of logistics and historical demand data has migrated to increase the volume of data tested. The coordination stage with the team implementing the logistics, sales, and production modules is important here.



	
Stage 4



Implement a solution that performs the following standard activities:



	
Preparation of transnational data migration;



	
System configuration in the target environment;



	
Setting up accounts for target users;



	
End-user training;



	
System test work.






In the demand forecasting module, it is important to transfer all activities and repeat them on the full data sample in the target configuration. As part of the testing, the prepared forecast should be validated and a sales and production plan should be prepared based on it. Thus, integration with other modules is confirmed.



	
Stage 5



Go Live performs the following standard activities:



	
Transferring to customer support organization;



	
Application service during start-up;



	
Support for end users in everyday activities;



	
Introduction of the opening balance;



	
Evaluation of the solution.






From the point of view of the demand forecasting module, the most important activities of this stage are two elements: User support and Evaluation of the solution. The evaluation of the solution can only take place during the feedback stage. Afterwards, the new data on the actual performance of sales flows in the feedback stage follows. Data of the actual consumption of the forecast are periodically supplemented with successive periods as they flow into the database (as they may be more frequent than the forecast period). This gives the opportunity to correct the forecast (or modify it) over time—i.e., gradual adaptation to the changed external conditions.






In this methodology, the work with developing the prototype of the forecasting module’s operation was postponed to earlier stages. The methodology defined in this way means that a pre-prototype is obtained as early as stage 2 of implementation and a prototype is obtained at stage 3. This allows us to validate the accuracy of the proposed forecasting model sooner, and key users become skilled in using the system earlier in the process.




6.3. Impact of New Methodology for Implementation in the Mass Customization Companies


The proposed methodology has been evaluated in terms of the application of the successive stages of the forecasting methodology in the mass customization industry. Those stages of the methodology that will be specific to this industry and require additional attention are described below.



	
Formulation of the forecasting problem—in this phase, two elements are most relevant to the mass customization industry:



	
Establishing the role of traders in the forecasting process—individually won contracts can be so large and non-cyclical that they result in high forecast unverifiability. Hence, traders should be able to manually adjust the forecast with the knowledge they have from the market;



	
To determine the product groups that will be forecast together.






	
Analyse the forecasting rationale—if the problem is formulated well enough in the previous step, the rationale analysis should be classic and not contain too many unexpected difficulties;



	
Determining input data requirements—an important step for this type of industry is precisely the appropriate establishment of the input data requirements. Therefore, it is necessary to properly define proxy indices and put them together into a forecast;



	
Data collection—the collection of data is from previous companies’ systems or indicates external sources;



	
Data analysis—classical, but in this industry, this stage can be time-consuming;



	
Data processing—as the industry is characterized by high variability, there will be outlier observations in the data sets, for which a difficult decision has to be made as to whether, or how to, include them in the modelling stage or not;



	
Modelling stage—in this industry, in addition to properly modelling the grouping of items, it is often necessary to take into account data from traders. That is, to develop an appropriate information flow over manual adjustments to forecasts created by predictive models;



	
Evaluation—due to the manual revisions of forecasts, evaluation is a more time-consuming stage due to the inability to rely only on statistical measures of forecast quality.






With the proposed implementation, we have reduced the implementation time. The Figure 5 shows the distribution of work in the classic IFS methodolog. The Figure 6 shows the distribution of work in the new methodology.



The reduction in time is due to a reduction in the risk of prolonged realization in the later stages of the project and a reduction in user support time in the final phase of implementation. By working on full data analysis and modelling practically from the beginning of the project, project evolution is also achieved faster. The new methodology increases the time intensity of the second and third stages of work, but reduces the risk of extension of the final stages. The process mapping and re-engineering in Step 2 takes less time because steps have been added to support these tasks such as establishing data requirements and data analysis. In stage 3, the training time of mapped processes is reduced because specific tasks for forecasting related to data processing, modelling, and evaluation of results have been added. In the previous approach, increased testing of the forecasting models and support for users in learning how to forecast was left for the last stage, due to the previous lack of all actual data. As a result, the evaluation of the solution takes place much sooner. End users do not need support spread over, for example, the next three months. A two-day support during the first month of the production launch of the system is sufficient.





7. Discussion and Conclusions


Our results have shown that mass customization manufacturing needs a special approach from the point of using ERP systems and analytics. Appropriate focus on intermittent goods is necessary to provide interpretable and relevant predictions. We examined three companies that exhibit features of mass customization production. In each of these companies, there is a great need to perform accurate sales and production forecasts. However, there are no employees in the manufacturing companies who can deal only with making forecasts. This task belongs to planners who are not data scientists. Consequently, forecasting tools aimed at them should be “user friendly” with simple and interpretable selection of parameters. Moreover computation needs to be fast and not resource intensive, as ERP systems need them for different things, for example MRP calculations.



Our results in this work show that even appropriate grouping (or in statistical sense pooling) of product data by intermittent goods allows much improved predictions, which can allow for the efficient use of those forecasts in planning. This addresses the needs indicated in the introduction.



This approach requires further research and we can indicate the directions that we are interested in for our forthcoming work:




	
Creating direct predictions for intermittent goods directly, by incorporating usage statistics in final products and production lead time requirements. This would not necessitate additional data collection and could be realized within a normal implementation regime;



	
Combining forecasts with the DDMRP (Demand Driven Material Requirements Planning) approach to calculate the inventory of subordinate items, assuming that for non-key level 1 intermediates, whose inventory cost is not large, we maintain a sufficiently large safety stock (buffer);



	
Creation of hierarchical models and partial pooling to better capture the uncertainty characteristic for low volume productions.








In our work we have also considered the process of forecasting module implementation. As it was shown in the previous section, we can significantly reduce time and risk factors. This addresses some of the gaps indicated in the introduction. This gives a large potential for future implementations in the mass customization industry.
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Figure 1. A screenshot from the ERP system showing historical real sales data from mass-customization industry. One can see the differences between the required quantity ordered by the customer (column Desired Qty) and the quantity shipped (column Shipped Qty) (highlighted in red), as well as the differences in the dates required by the customer (column Wanted Date), the planned delivery dates (column Planned Del. Date) and the delivery date (column Ship Date) (highlighted in orange). Adequate demand forecasting on the proper data inputs is expected to guarantee improved customer service in the future. From this small sample of randomly selected data, it can be seen that the vast majority of orders were not delivered in the specified quantities, and one in three orders had a significant delay in delivery. 
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Figure 2. An example of multi-level BOMs in which the intermediate assemblies are repeated at different levels (highlighted in different shades of yellow). The best candidate for a key intermediate good is highlighted in green. 
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Figure 3. The figure shows an example of forecasts for individual finished products A–E that have the same key intermediate good implemented in IFS Application. The group was selected according to the proposed algorithm. The final product A and final product B are the most commonly sold products in the group. Demand aggregated for a group which includes products A–E is seasonal and forecasts better than individual final products. 
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Figure 4. The implementation of the forecasting module, requires more steps than the implementation of other ERP modules due to the analytical nature of the module. The required additional steps have been embedded into the steps of the standard ERP implementation methodology. 
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Figure 5. The distribution of work in the classic IFS methodology. High-risk works for the demand forecasting module are highlighted in purple. Especially in second stage process re-engineering and process mapping task without data analysis are high risk because they may be based on faulty assumptions. 
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Figure 6. The distribution of work in the new methodology. High-risk work is highlighted in purple. Compared to the execution times of the classic methodology, the execution times of stages 2 and 3 are longer, but stages 4 and 5 are shorter. In that case, migration of full sample of data take place in the second stage, so we do not have test data migration task in stage 3 and preparation of transaction data task in stage 4. 
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Table 1. ERP implementation methodologies both described in the literature and in the ERP leader vendors own methodology are suited to implement transactional but not analytical modules with migration of a small sample of data for business process testing [29,30].
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	Author(s)
	ERP Implementation Model





	Bancroft et al. [31]
	(1) Focus, (2) Creating As-Is picture, (3) Creating of the To-Be design, (4) Construction and testing, (5) Actual Implementation



	Kuruppuarachchi [32]
	(1) Initiation, (2) Requirement definition, (3) Acquisition/development, (4) Implementation, (5) Termination



	Markus and Tanis [33]
	(1) Project chartering, (2) The project, (3) Shakedown, (4) Onward and upward



	Makipaa [34]
	(1) Initiative, (2) Evaluation, (3) Selection, (4) Modification, Business process Re-engineering, and Conversion of Data, (5) Training, (6) Go-Live, (7) Termination, (8) Exploitation and Development



	Parr and Shanks [35]
	(1) Planning, (2) Project: setup, re-engineer, design, configuration and testing, installation, (3) Enhancement



	Umble et al. [36]
	(1) Review the pre-implementation process to date, (2) Install and test any new hardware, (3) Install the software and perform the computer room pilot, (4) Attend system training, (5) Train on the conference room pilot, (6) Established security and necessary permissions, (7) Ensure that all data bridges are sufficiently robust, and the data are sufficiently accurate, (8) Document policies and procedures, (9) Bring the entire organization online, either in a total cut over or in a phased approach, (10) Celebrate, (11) Improve continually



	Verviell and Halingten
	(1) Planning, (2) Information search, (3) Selection, (4) Evaluations, (5) Negotiation



	IFS Implementation Methodology
	(1) Initiate Project, (2) Designing the solution, (3) Preparation of the solution, (4) Implement Solution, (5) Go Live.



	INFOR Deployment Method
	(1) Inception, (2) Elaboration, (3) Construction, (4) Transition and Optimize.



	MICROSOFT Dynamics Sure Step Methodology
	(1) Diagnostic and Analysis, (2) Design, (3) Development and (4) Operation.



	ORACLE - A.I.M. (Applications Implementation Methodology)
	(1) Definition, (2) Operations Analysis, (3) Solution Design, (4) Build, (5) Transition, (6) Production.



	SAP–ASAP methodology
	(1) Project Preparation, (2) Blueprint, (3) Realization, (4) Final Preparation, (5) Go Live Support, (6) Operate.
















	
	
Publisher’s Note: MDPI stays neutral with regard to jurisdictional claims in published maps and institutional affiliations.











© 2022 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (https://creativecommons.org/licenses/by/4.0/).






media/file4.png
Final product
A

Level O

Intermediate
assemblies assemblies
A1 A2
I i

|

Intermediate Intermediate ) )
Intermediate Intermediate

Intermediate
Level 1

Level 2

assemblies assemblies , .
A1l 1 A1l2 assemblies assemblies
== == A2 1 A 22
Intermediate Intermediate
! — assemblies assemblies —
i A23 A2 4

Leveln_1 Raw material | Raw material Raw material
1 2 3

Raw material
m_1

Final product

Level O C
Level 1 Final product

A
I

Intermediate Intermediate

Level 2 . .
assemblies assemblies
Al A2
I
i
Raw material _ _ Raw material
Leveln_3 1 m 1

Level 2

Level 3

Level 1

Level O

Final product

B

Intermediate
assemblies
B 1

I

I
Intermediate
assemblies
B 11
I
Intermediate
assemblies
A 2

I
Intermediate
assemblies
B 12

Intermediate
assemblies
B 2

|

Intermediate  Intermediate

assemblies assemblies
A2 B 22
Intermediate
assemblies —
A2 3

Intermediate
assemblies
A2 1

Leveln_2

— assemblies
A2 3

l

[

Raw material
1

Intermediate

Intermediate
assemblies
A 22

Intermediate

assemblies —

A2 4

Raw material
2

Raw material
m_2





nav.xhtml


  applsci-12-11102


  
    		
      applsci-12-11102
    


  




  





media/file2.png
> | ~ =:: @ > Supply Chain Planning > Demand Planning > Basic Data > Historical Data

Historical Data

44 CustomerNo Country  Desired Qty Shipped Qty Ship Date Wanted Date Promised Del Date | Planned Del Date

25508 RUSSIAN... 35020 20 2021-12-08 2021-11-18  2021-12-08 2021-12-08
43697 ROMANLA 22696 6480 2021-02-1% 2021-01-28  2021-03-15 2021-02-18
41078 ROMANIA 21600 21800 2021-03-15 2021-03-14  2021-03-15 2021-03-19
41078 ROMANLA 21600 21600 2021-08-25 2021-05-25 2021-07-25 2021-08-25
43697 ROMARNLA 15120 7344 2021-02-24 2021-02-24  2021-03-01 2021-03-01
43697 ROMANLA 15120 6048 2021-02-26 2021-02-26 2021-02-26 2021-02-26
57896 ROMANLA 15000 1500 2021-02-22 2021-01-20 2021-02-22 2021-02-22
41078 ROMANLA 12960 12560 2021-03-15 2021-03-1%  2021-03-15 2021-03-1%8
20158 ROMANIA 12960 T 2021-05-22 2021-03-20 2021-06-22 2021-08-22
4838 ROMARNLA 11340 1 2021-10-15 2021-06-10  2021-07-14 2021-07-15
57896 ROMARNLA 11340 15120 2021-02-22 2021-02-22  2021-04-01 2021-02-22
S0142 RUSSIAN. .. 10000 8500 2021-08-13 2021-08-13  2021-08-13 2021-08-13
49332 BELARUS 8000 40 2021-01-28 2021-01-28 2021-01-28 2021-01-28
14185 RUSSIAN. .. &000 8000 2021-10-20 2021-08-10  2021-10-10 2021-10-10
20154 UKRAINE 776 1886 2021-05-25 2021-06-28  2021-10-29 2021-05-29
70695 ROMANLA 7560 7960 2021-12-16 20211216 2021-12-16 2021-12-16
20154 UKRAINE 7488 1080 2021-06-25 2021-06-28 2021-06-29 2021-06-259
S0142 RUSSIAN. .. T200 600 2021-07-08 2021-07-08 2021-07-09 2021-07-09
47782 BULGARLA 7200 7200 2021-01-27 2021-01-27  2021-01-27 2021-01-27
a0142 RUSSIAN... 7200 7200 2021-07-08 2021-07-08 2021-07-08 2021-07-08
a0142 RUSSIAN... T200 4000 2021-07-08 2021-07-08 2021-07-09 2021-07-09
4888 ROMARNLA 7020 7020 2021-07-16 2021-07-16  2021-07-16 2021-07-16
43697 ROMANLA 5912 1728 2021-01-29 2021-01-2%  2021-01-29 2021-01-25
4858 ROMANLA 6480 6480 2021-08-20 2021-08-20 2021-08-20 2021-08-20
43697 ROMARNIA 6480 1286 2021-04-05 2021-04-09  2021-05-24 2021-04-09
41078 RORMANLA 6430 6430 2021-03-18 2021-03-19  2021-03-15 2021-03-18
34126 UKRAINE 6412 854 2021-03-11 2021-03-11  2021-03-15 2021-03-15
20154 UKRAINE 6408 1620 2021-08-25 2021-08-25 2021-08-25 2021-08-25
43697 ROMANLA 6048 024 2021-01-25 2021-01-2%  2021-01-29 2021-01-25





media/file5.jpg
Finish product B with season demand.

Finish product C with intermittent demand and large  Finish product D with intermittent demand and
random variations. The forecast s low accuracy. - large random variations. The forecast s low accuracy.

Forecast for group of finish products that have the
same key intermediate good. The group includes
parts A~ I and more,

Finish product &, which is new, with low accuracy of
forecast.






media/file3.jpg





media/file1.jpg
@, riswrical Data

% oot oy ooy Sy Sa0se ok s PG

s P T —
. - m%‘;mm, s

J e e
@

e e e mnes ames mnen s

e e s S wman  mas

i14d
i

= =
s PP
@ ™ s mas  man
(-3 b Pl
s e e wee






media/file7.jpg
Fr|

project

suge-
Desgring

the soltion. bzl —l

= T

aine i

e nl T :1_‘ .

stges
implement mokmenon
Soution






media/file10.png
staget |
Taking business
regquirement |
Analyziz of business |
_processes atageneral

Rough mapping of data
SREOES

Rousgh analysis of
technical requirements

Establish infrastructure

: Workshops and
_consultation

Process re-engineering

Process mapping
Preliminary draft of any
_medifications
Programming possible
-medifications
Implementation of
possible modifications
Training in mapped
_processes -
Documenting and
_verifying the solution
Test data migration
Tests of application

Workshop verification

| Staged

[ .Ii'reparatiun of
transnational data
System configuration in
‘the target environment
Setting up accounts for

target users

End-user training
System test work

Transferring to customer
support organization
Application service
_during start-up

Support for end users in
_everyday activitie
Introduction of the
_ocpening balance

Evaluation of the solution






media/file12.png
Stage 1
Taking business requirement

Analysis of business processes
at a general leve
Rough mapping of data
sources
Rough analysis of technical
requirements
Formulation of the prognostic
problem
Analysis of prognostic
premises

Stage 2

Establish infrastructure
Workshops and consultation
Process re-engineering

Process mapping

Establishing data
requirements

Data collection

Data analysis

Preliminary draft of any
modifications

Stage 3
Programming possible
modifications
Implementation of possible
modifications

Data processing
Modeling
Evaluation of results

Training in mapped processes

Documenting and verifying
the solution

Test data migration
Tests of application

Workshop verification

Stage 4
Preparation of transnational
data migration
System configuration in the
target environment
Setting up accounts for target
users

End-user training

System test work

Stage 5
Transferring to customer
support organization
Application service during
start-up
Support for end users in
everyday activitie
Introduction of the opening
balance

Evaluation of the solution






media/file9.jpg





media/file0.png





media/file8.png
Formulation
Stage 1 -
Define the
project

Premises

Requirements

y

A

Stage 2-
DeSIgnlr.lg Collection
the solution
A
M Anylysis ]
Processing T
Stage 3 -
Preparation
of the Modeling
solution —>
Evaluation —
Stage4 -

Implement Implementation —
Solution

Stage>5 -
Go Live

|

Feedback






media/file11.jpg





media/file6.png
\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\
\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\

Finish product A w1th season demand.

::: ; f |
i W@vgif%ﬁi

Finish product C with intermittent demand and large

random variations. The forecast is low accuracy.

F1n1sh product E whlch is new, w1th low accuracy of
forecast.

Finish product D with intermittent demand and
large random variations. The forecast is low accuracy.

ssssssssssssssss

Forecast for group of finish products that have the
same key intermediate good. The group includes
parts A—E and more.





