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Abstract: The carbon emission of fuel vehicles is a major consideration that affects the dual carbon
goal in urban traffic. The problem of “difficult parking and disorderly parking” in static traffic
can easily lead to traffic congestion, an increase in vehicle exhaust emissions, and air pollution. In
particulate, when vehicles make an invalid detour and wait for parking with long hours, it often
causes extra energy consumption and carbon emission. In this paper, adding a weather influence
feature, a short-term parking occupancy rate prediction algorithm based on the long short-term model
(LSTM) is proposed. The data used in this model is from Melbourne public data sets, and parking
occupancy rates are predicted through historical parking data, weather information, and location
information. At the same time, three commonly prediction models, i.e., simple LSTM model, multiple
linear regression model (MLR), and support vector regression (SVR), are also used as comparison
models. Taking MAE and RMSE as evaluation indexes, the parking occupancy rate during 10 min,
20 min, and 30 min are predicted. The experimental results show that the improved LSTM method
achieves better accuracy and stability in the prediction of parking lots. The average MAE and RMSE
of the proposed LSTM prediction during intervals of 10 min, 20 min, and 30 min with the weather
influence feature algorithm is lower than that of simple LSTM, MLR and that of SVR.

Keywords: short-term parking occupancy; LSTM; weather influence factor

1. Introduction

In the vision of the smart city, a city should be a living agent that senses, analyzes,
and integrates the key information of the core system of urban operation, based on cloud
computing, big data, artificial intelligence, information technology and other advanced
technologies, to respond intelligently to various demands, such as people’s livelihood,
environmental protection, public safety, urban services, industrial and commercial activities,
so as to build a sustainable urban ecosystem [1,2].

Intelligent transportation systems [3,4] (ITS) have become an important part of the con-
struction of smart cities. They apply the new generation of information technologies such
as big data analysis, artificial intelligence, and mobile internet to intelligent transportation,
and deeply mine related data to optimize transportation systems. Parking guidance and
information (PGI) systems are an important part of intelligent transportation systems [5,6].
The use of PGI systems can not only effectively alleviate traffic congestion and parking dif-
ficulties in the urbanization construction, but also reduce exhaust emissions and the noise
pollution of detours. The utilization rate of the original urban parking lots and parking
spaces has been significantly improved, and good social and economic benefits can also
be achieved. From the perspective of the development of the intelligent parking guidance
system, it is an inevitable trend that the system will maintain the full life cycle management
of data collection, integration, analysis, and application of the big data platform.

With the improvement of the Chinese economy, vehicle ownership and utilization
rates have greatly increased (see Figure 1), causing disorderly urban parking. In addition,
the number of parking spaces in urban planning cannot meet the year-on-year growth
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of the number of vehicles, resulting in serious parking problems and frequent urban
traffic congestion. According to the data of the China White Paper on Parking Industry
Development (2020) [7], there is a huge gap between the number of vehicles and parking
spaces in China. This problem has led to a long-term failure to solve the parking problem
in many big cities, especially in crowded commercial areas.
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Figure 1. The statistics of private vehicle and passenger service vehicle from 2010 to 2021. 
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The problem of parking difficulty in large cities must be controlled from three per-
spectives: city governors should continue to optimize urban roads and parking space [8,9],
solve the problem of high carbon emissions caused by the usage of fossil fuels by vehicles,
and reduce the carbon emissions generated by unnecessary driving activities, such as car
owners looking for parking spaces. From the perspective of enterprises, advanced infor-
mation technology should be applied to improve service quality and operation efficiency.
The innovative and practical parking guidance system [10] should also be developed to
provide car owners with prediction information of both short-term and long-term parking
spaces, in order to reduce carbon emissions, protect the environment, and relieve urban
traffic pressure. Car owners would be able to improve their urban traffic awareness and
quickly find parking lots and parking positions with such a system. Therefore, it is very
necessary to develop a parking guidance information system with prediction algorithms
in order to let car owners can find parking spaces purposefully, which would not only
improve the efficiency of parking but also save time. In this way, carbon dioxide emissions
and air pollution can be reduced, and the goals of smart city construction, carbon peak,
and carbon neutralization can be better achieved.

It is challenging to use the actual parking availability data in intelligent transportation
systems and parking guidance systems because parking availability is a random process.
With the change of time and location, the occupation information of parking spaces will
also change. Therefore, improving the accuracy of parking guidance systems and providing
accurate parking availability prediction services for car owners is the key to effectively
solving the problem of “parking difficulty”.

The main purpose of this paper is to design, construct, and evaluate a prediction
framework of parking space availability. The main contents are presented through the
following contributions:

(1) In order to ensure the validity of the commercial block data about a big city, the data of
eight commercial blocks with high vehicle access density, shortage of parking spaces,
and urgent need for parking spaces are selected for analysis and evaluation.



Appl. Sci. 2022, 12, 11046 3 of 18

(2) The improved LSTM, simple LSTM, MLR, and SVR algorithms are compared with
MAE and RMSE, and the short-term prediction model is obtained to facilitate the
more accurate real-time parking occupancy prediction for large-scale parking data.

The remaining sections of this paper are listed as follows. The Section 2 reviews
related literature and research. The Section 3 introduces the method of parking information
analysis based on the data-driven method. The Section 4 gives the discussion and the
analysis results for four data-driven models based on the actual parking data, as well as
the comparison results among the four model methods. Finally, the Section 5 summarizes
the research and gives suggestions for future work.

2. Related Work and Research

With the arrival of the 5G era and the breakthrough of key technologies, such as sensors,
intelligent transportation has become a reality. Most of the experimental data shows that in
the 5G era, systems can transmit data every five minutes in cloudy conditions [11]. How
to deal with the data collected by sensors in real time, and improve the accuracy of the
algorithms, have become urgent problems to be solved. From parking data, the large
amount of historical information recorded by infrastructure sensors provide information
guarantees for parking occupancy prediction. At the same time, the existing big data
processing capacity has been greatly improved, and the rapid development of parking
guidance system will make it a reality. A wide range of prediction models have been
developed in the literature and used to estimate current parking occupancies and parking
demand in transportation networks [12]. The prediction of parking occupancy availability
is closely related to traffic conditions and estimated arrival time based on predicted traffic
flows and travel times.

Currently, the statistical theory used to predict the count (cnt) of parking spaces in the
interval of a certain time is based on the Poisson distribution, such as the multiple regres-
sion model [13,14], Markov model [15], Kalman filter [16], and auto-regressive integrated
moving average models (ARIMA) [17]. Rajabioun T and Loannou P A [14] studied a vector
regressive model at the estimated arrival time of the driver with the highest probability
using real-time parking data. Ye X et al. [18] combined the wavelet neural network model
and wavelet transform to estimate the short-term prediction of APS. Dutta N et al. [19]
deduced a general average field relationship using the mechanism of statistical physics and
graph theory, and took the parking search time as a function of parking space occupancy.
Bock F et al. [20] smoothed the original parking data using support vector regressions
(SVR), and then trained a multidimensional SVR model, which represents the availability
of parking space and is suitable for parking predictions.

Fan J et al. [21] proposed the number of vacant parking spaces in a specific period
of time based on SVR with the fruit fly optimization algorithm (FOA). Xiao J et al. [22]
proposed a discrete-time Markov model to present a model framework to estimate parking
occupancy from actual occupancy data. Shen J et al. [23] studied a multiple linear regression
model with an autoregressive moving average model including the characteristics of the
parking lots and external environmental factors. Ji Y et al. [24] proposed a new multi-step
forecasting model, which has a more accurate performance and better learning ability in
short-term prediction. Yin C et al. [25] proposed an integrated path analysis discrete-choice
model with the car ownership and travel distance as model variables using Mplus software.
Amini M et al. [26] presented an auto-regressive integrated moving average (ARIMA)
model for medium-term parking demand-forecasting. The simulation results show the
high accuracy of the proposed method for parking occupancy prediction. From the above
reviews, multivariate or multi-scale regression models can simply and quickly predict
parking occupancy. However, the model parameters are affected by multi-level and multi-
factor interaction, and the weight of each parameter in the model cannot be accurately
measured. Moreover, environmental factors, such as the convenience of surrounding traffic
and weather factors, seriously affect parking prediction, thus leading to inaccuracies.
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In the last decade, models of deep neural networks have become more and more
popular in the area of traffic modeling and prediction. Compared with traditional algo-
rithms, various machine learning and deep learning algorithms have greatly improved the
accuracy of short-term traffic state prediction and data processing scales [27].

Taking the street parking occupancy rate and vehicle departure probability in a specific
area as the prediction performance indicators, Shao W et al. [28] used the long short-
term memory (LSTM) model to predict the parking occupancy rate. Feng Y et al. [29]
proposed a hybrid deep learning framework to intelligently predict the availability area
of vacant parking spaces in the short term (within 30 min) and long term (more than
30 min). The hybrid deep learning framework can obtain considerably high accuracy in
both short-term and long-term predictions. Zhang F et al. [30] proposed a novel periodic
weather-influenced LSTM model, which successfully predicts the parking occupancy rate
according to actual data, weather feature, environment condition, and weekdays. Feng
N et al. [31] discussed the effect of weather features on parking behavior and found
that the random forest model can make the most accurate parking behavior prediction.
However, the above two papers obtained data at an interval of one hour, which failed
to consider the need of real-time parking. Liu F et al. [32] constructed an optimized
LSTM model based on LSTM and a bi-directional LSTM network with a better prediction
precision and training speed. Samaranayake P et al. [33] presented a travel demand
management system including parking demand, parking occupancy, and future changes.
However, this model did not consider the demand of actual parking and limited on-street
parking application. Chen H [34] proposed a forecasting model of short-term unoccupied
parking space using the method of combining wavelet transformation and an extreme
learning machine. The results of the prediction example show that the method shortens the
training time and improves the prediction results. Rong Y et al. [35] used long short-term
memory (LSTM) to model the temporal closeness and period and the current general
factors. Zhang W et al. [36] proposed a semi-supervised hierarchical recurrent graph neural
network for predicting city-wide parking availability within the city from the spatial and
temporal domains. Lu K et al. [37] applied the fuzzy c-means clustering method to identify
the traffic state of the roundabouts according to the headway changes in the inner and
outer ring-road traffic flow to provide the time basis of signal control for traffic managers.
Liu J et al. [38] presented a game model between a parking guidance system and users
based on Stackelberg’s multi-round game theory, including the profit function, game tree,
and equilibrium conditions. However, the above study did not consider the influence of
weather factors and surrounding condition [30].

Meanwhile, some researchers used other deep learning methods for the prediction of
parking occupancy [39,40]. Zheng Y et al. [41] presented a parking occupancy prediction
mechanism with feature datasets with selected parameters to illustrate these features, and
analyz the comparative advantages of deep learning methods for parking occupancy pre-
diction. Zhang C et al. [42] proposed a parking guidance model with a solution algorithm,
and verified the effectiveness of the model and algorithm through simulation. Liu S [43]
gave a weighted first-order local-region method to forecast unoccupied parking space
based on the actual data and the chaotic time series.

Accurate and reliable short-term parking occupancy prediction are the most important
factors of parking guidance and information systems. Recently, the most developed deep
learning methods, such as recurrent neural network (RNN) and long-short term memory
(LSTM), have shown great advantage in other fields’ prediction. Zhang F et al. [30] pre-
sented a long-term car parking behavior prediction with a periodic weather-aware LSTM
model with one hour, two hour, and three hour predictions. However, for a big city, the
parking spaces in a parking lot are in higher demand and subject to frequent changes within
short intervals, as seen in the Melbourne public dataset [44] and shown in Bourke Street
Parking Lot in Figure 2. Most vehicles’ arrival and departure duration are within 30 min,
and the histogram shows a significant decline after 30 min. Therefore, it is particularly
important to predict short-term car parking behavior.
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Based on the above literature review, this paper combines the advantages of LSTM
(that is, it can process time series and weather features to improve training efficiency)
and Melbourne’s public data set [44], which includes parking history data (about 65,8900
parking records), weather information, and location information. Through location infor-
mation, parking spaces in the block are divided, and specific parking lots can be simulated
and predicted. The occupancy rate of parking spaces for 10 min, 20 min, and 30 min are
predicted, respectively, to meet the demand for real-time parking in the business district.

3. Methodology
3.1. Research Framework

The framework of parking prediction in this paper is shown in Figure 3. The research
framework consists of three parts, including data collection, methods, and evaluation.
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3.2. Data Set and Data Information

The data set used in this paper is the Melbourne public dataset [44], since it is
hard to obtain open parking data from official websites elsewhere. The data set is from
1 January 2017 to 31 December 2017. The minimum and maximum values of regional
longitude are 144.9275761 and 144.9833373 respectively, while the minimum and maximum
values of the regional latitude are −37.83126814 and −37.78907112. Zhao Z et al. [27] gave
some geographical locations of placed sensors. The detailed information of placed sensors
refer to reference [44]. From the data set, we selected the eight districts (streets) as parking
spaces, and the details are shown in Table 1. The map of Melbourne in this region is shown
in Figure 4. In Table 1, PL1-PL8 are labels of commercial parking lots. These 8 parking lots
are located near the CBD of Melbourne, including Swanston Street, Collins Street, Flinders
Lane, Elizabeth Street, Bourke Street, Little Bourke Street, William Street, and Queensberry
Street. This area is home to retail, finance, tourism, entertainment, and educational es-
tablishments. These lots are busy every day with frequent traffic, and the parking lots
are mainly of a commercial type. The detailed format of parking sensor data is shown
in Table 2. The weather data set is used from Bureau of Meteorology, Commonwealth of
Australia, including temperature, wind speed, pressure, and relative humidity [45]. The
detailed format of weather data is shown in Table 3.

Table 1. The basic information of the eight parking lots.

Street Name Swanston
Street Collins Street Flinders Lane Elizabeth

Street Bourke Street Little Bourke
Street William Street Queensberry

Street

Label of
parking lot PL1 PL2 PL3 PL4 PL5 PL6 PL7 PL8

Area University Docklands/City
Square Twin Towers

China Town/
Victoria
Market

Windsor Windsor/Princes
Theatre Queensberry Queensberry

Scale 31 111 31 61 195 48 169 60
Data sizes 12367 163334 30953 63900 197075 45372 112702 33253

Type Commercial
parking

Streetside
Parking

Commercial
Parking

Mixed
Functional

Parking
Commercial

Parking
Commercial

Parking
Commercial

Parking
Commercial

Parking
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Table 2. Formats of parking data sets.

Features Describe

Parking lots Unique identification of parking space sensor
Arrival time Date and time when the sensor detected that the vehicle arrives

Departure time Date and time when the sensor detected that the vehicle departs
During time Time difference between arrival time and departure time events, in seconds
Street name Street signs for each group of parking spaces

Table 3. Formats of weather data sets.

Features Describe

Temperature ◦C
Wind km/h

Pressure mmHg
Relative humidity Pa/Pa

Precipitation in the past hour mm

The parking occupancy data was obtained through sensors. Due to the long working
time of the sensor, some irresistible or human factors including data reading and writing
errors may occur during the recording process. Therefore, it is necessary to preprocess the
data, which will cause the loss of the collected data and reduce prediction accuracy. The
mean filling method was used to deal with these missing and error values in this paper.
The formula for calculating the average value of normal time in these days is shown in
Equation (1).

m(t) =
1
d ∑d

i=1 mi(t) (1)

where m (t) represents the average value in the time period of t, mi(t) represents the actual
value in the time period of the previous days, and d represents the number of days in the
time period.

At the same time, some parking lots have conducted time-series noise processing, such
as turning on the sensors at about 7:30 a.m. and turning off the sensors at about 6.30 p.m.
This means that the parking data of the parking lot changes greatly, which greatly interferes
with the prediction of parking occupancy. Therefore, the first and last data of the day will
be truncated.

3.3. Analysis of Experimental Data

The parking occupancy prediction, based on deep learning methods, aims to predict
the future parking occupancy rate according to the historical parking data and contextual
weather information. Because the time series is characterized by randomness, trend,
periodicity, and time variability, it is necessary to analyze the data of the time characteristics,
i.e., the parking occupancy rate per minute, to obtain the possible trend fluctuation and
periodicity of the parking occupancy rate, and to analyze the influence of weather features
and adjacent parking lots on the parking occupancy rate.

This paper randomly selected the parking change of the grouped parking lot in a
week. The period of each data collection for an interval of 60 min in PL6 is shown in
Figure 5. From Figure 5, we can see the changing trend of parking and the regularity of
periodicity in the parking lot; the amount of parking on weekdays and non-weekdays
conforms to the basic laws of people’s activities: more parking during the day, less parking
at night. Compared with the weekend, the number of parking occupancy in working days
is relatively large. The possible reason maybe that the parking lot is close to the commercial
center. People usually work from Monday to Friday, while they might go shopping on
Saturday and Sunday; a small peak appears at 20:00 every night, indicating that people
come out for dinner or get together during this period. Figure 5 also shows that the peak of
the working day usually occurs at 8:00 a.m. and 6:00 p.m. The peak at 6 p.m. indicates that
people are busy getting off work in the evening rush hour, driving from the company’s
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parking lot to the roadside for dinner, shopping, or other activities. From 1:00 a.m. to 6:00
a.m., there are a few cars parked on the roadside.
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3.4. Weather Feature Analysis

In order to analyze the correlation of the weather data, in this part, we analyze the
weather features, such as temperature, wind speed, pressure and relative humidity. First,
we normalize the features using Equation (2), and then check for weather feature and
Gaussian distribution. Figure 6 shows the correlation between the parking occupancy
rate and the weather data. It can be seen that the temperature, wind speed, and parking
occupancy rate are positively correlated, while humidity is negatively correlated with the
parking occupancy rate. The air pressure has very little impact on the parking occupancy.

x norm =
x− xmin

xmax − xmin
(2)
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occu-pancy rate and the temperature; (b) the correlation between the parking occu-pancy rate and the
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between the parking occu-pancy rate and the wind speed.
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Gaussian distribution, also known as normal distribution, is the mean value of all
distributions’ functions, approximating a normal distribution for large enough sample
numbers. Figure 7 shows the distribution of these features accord with Gaussian distri-
bution. By adding a fitting curve (density function curve) to the histogram, it was found
that the normal curve is basically symmetrical and presents a “bell shaped” distribution,
indicating that each attribute of the data basically meets the normal distribution. A small
amount of data needs cleaning.
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3.5. LSTM Model Design

Traditional network neurons process data in parallel, and the input of the previous
moment cannot affect the output of the next moment. The recurrent neural network (RNN)
is a network structure with short-term memory for processing sequence data [46–49]. At
the same time, the RNN framework can be used for sequence-to-sequence or sequence-tone
learning [50,51].

LSTM is an improvement of RNN which can effectively alleviate the above prob-
lems [52]. LSTM introduces a gating mechanism to control the path of information transmis-
sion, including input gate, forgetting gate, and output gate [30]. The scheme of single-layer
LSTM deployed in time sequence is shown in Figure 8. LSTM provides a direct channel
from left to right for data flow, which can effectively avoid gradient disappearance and
explosion. An LSTM cell is constructed with three gates, input gate it, forget gate ft, and
output gate ot, and a memory cell ct is used to store the current state of the LSTM block.
The formulation of LSTM is presented in Equations (3)–(7).

ft = σ(W f xt + U f ht−1 + b f ) (3)

it = σ(Wixt + Uiht−1 + bi) (4)

ot = σ(Woxt + Uoht−1 + bo) (5)
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ct = ft·ct−1 + it·tanh(Wcxt + Ucht−1 + bc) (6)

ht = ot·tanh(ct) (7)

where xt and ht are the input and output vector of the current time point, respectively; W,
U, and b are the weight and bias parameters of the block, and σ is the sigmoid function.
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The overall structure of LSTM model design with weather influence feature is shown
in Figure 8. Through considering weather factors, we compared the simple LSTM model
and improved LSTM model. In fact, the parking behavior caused by travel behavior is
often affected by weather factors. Therefore, the prediction of parking lot vacancies is
determined by weather conditions [30], parking patterns, and previous parking records,
as feature attributes. The weather vector is integrated with ft, it, and ot. That is to say, the
unit state (ct) and hidden state (ht) are not only affected by ht−1 and ct−1, but also affected
by weather (wt). The LSTM algorithm has the advantage itself to extract the dependence
of the time series to improve the prediction accuracy of the short-term parking occupancy
rate, as following Equations (8)–(10).

ft = σ(W f xt + U f ht−1 + Vf wt + b f ) (8)

it = σ(Wixt + Uiht−1 + Viwt + bi) (9)

ot = σ(Woxt + Uoht−1 + Vowt + bo) (10)

where V is the weight and bias parameters of the block for weather feature.
The experimental steps are as follows: (1) Data were extracted from eight parking

lots around the business district. (2) The parking data of roadside parking occupancy
were preprocessed, including missing value processing and noise processing, and then
normalize all data. (3) The weights for each layer were initialized, and the preprocessed
data were inputted into the LSTM model for training. (4) The characteristic data obtained
from the training were predicted, including the parking occupancy rate for the intervals
of 10 min, 20 min, and 30 min. (5) MAE and RMSE were calculated, the prediction of the
parking occupancy rate was inputted.

3.6. The Evaluation Index

MAE is the mean absolute error, which represents the average of the absolute error
between the predicted value and the observed value. MAE is a linear score. All individual
differences have the same weight on average, which directly calculates the average of the
residuals. RMSE is root mean square error, which represents the sample standard deviation
of the residuals between the predicted value and the observed value. RMSE is used to
explain the dispersion degree of the sample. For nonlinear fitting, the smaller the RMSE,
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the more accurate the model prediction is. Therefore, RMSE can punish more for high
differences than MAE. MAE and RMSE are calculated as follows:

MAE =
1
N ∑N

t=1|oberseredt − predictedt| (11)

RMSE =

√
1
N ∑N

t=1(obervedt − predictedt)
2 (12)

4. Results and Discussion
4.1. Data Set Introduction and Analysis

Figure 9 shows the change curve of parking occupancy in 30 min intervals in a week
for PL1 to PL8. When we superimpose the trend on the figure, it can be seen that each
parking lot has the same trend for the week, except individual times are different, and the
overall law is not affected; namely the change from Monday to Sunday is similar. From
0:00 a.m. to 6:00 a.m., the occupancy of parking lots can be negligible. The occupancy of
parking lots is increased from 6 a.m., and there are still some differences between these
parking lots. The occupancy rate of the parking lots peaked from 7:00 a.m. to 8:00 a.m.
From 11:00 a.m. to 12:00 p.m., the occupancy rate of parking lots decreased slightly. The
peak value is basically maintained within working hours (from 8:00 a.m. to 6:00 p.m.),
generally reaching the upper limit of the parking lot, indicating that the utilization rate of
parking spaces in various regions is high during this period. The occupancy rate of the
parking lot reached a high value between 7:00 p.m. and 8:00 p.m., but did not exceed the
rate of the working hours’ occupancy. This means people need to go out for entertainment,
parties, or dinner, which increases the utilization rate of street parking space during this
period of time. The trend of parking occupancy on Saturdays and Sundays is similar to that
on weekdays. The peak value on Saturday is slightly lower than that on weekdays, and the
peak value on Sunday is lower than that on Saturday. Therefore the parking occupancy can
be predicted using the deep learning method.

4.2. Comparison between Prediction Results and Actual Data for Four Models

Figure 10 shows the comparison between prediction results and actual data for the
four models’ evaluation results of PL5, in the intervals of 10 min, 20 min, and 30 min under
the four models with MLR (in red), SVR (in green), LSTM (in dark red), and improved
LSTM (in blue). Among the four prediction models, LSTM with weather influence feature
performed the better for the parking data from PL5. From the comparison above, the
improved LSTM model using the weather feature showed more accuracy in its prediction
of parking occupation. The experimental results show that the MLR model is not fitting
well in the time period when the wave peaks. The result of the SVR model indicates that it
can only predict a relatively stable occupancy period, i.e., in a prediction interval of 10 and
20 min, and the model has a large error for intervals of 30 min. The simple LSTM model
shows a periodic line change like a sine wave. It presents the same parking occupation
trend every day, since it does not contain the weather feature.
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4.3. Comparison of Evaluation Index

Using MAE and RMSE as evaluation indicators, the improved LSTM with weather
influence feature, simple LSTM, MLR, and SVR algorithms for all parking spaces are
compared and analyzed. This paper predicts the effects of each parking lot, as shown in
Figure 11. The eight block parking lots (PL1-PL8) in Figure 11 shows that the improved
LSTM with weather influence feature algorithm has the better overall prediction effect. The
comparison with simple LSTM and improved LSTM is shown in Table 4. From Table 4
we can see that the mean prediction accuracy of the improved LSTM model is higher than
that of the simple LSTM model, indicating that the influence of weather on the parking
prediction rate should be considered. The parking lot prediction effect is relatively better in
MAE in intervals of 10 min, while the parking lot prediction effect needs to be improved
in intervals of 30 min according to the MAE index; especially in PL1 and PL3, the MAE
prediction error at the interval of 10 min is smaller. In the interval of 10 min, 20 min, and
30 min, the least prediction error of RMSE is still the LSTM with the weather influence
feature algorithm proposed in this paper.
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Table 4. The comparison with simple LSTM and improved LSTM.

Models Time Interval Mean Accuracy

Simple LSTM
10 min 60.31%
20 min 65.43%
30 min 66.10%

Improved LSTM
10 min 77.08%
20 min 78.28%
30 min 77.15%

For the overall prediction effect of eight parking lots, the prediction results of parking
lots in all blocks were applied in this paper, as shown in Figure 12. From Figure 12, the
prediction results of MLR in the intervals of 10 min, 20 min, and 30 min are the worst. The
main reason is that the MLR solving time series problem needs more stable data, while the
data in this paper fluctuates relatively. Because the main feature of the prediction of parking
occupancy rate is time series, LSTM performs nonlinear conversion through activation
function. As it is a nonlinear model, LSTM captures the complex dependencies between
sequences and is not limited to a single logic rule. It can find the expected prediction results
with low requirements for data stability. In addition, the evaluation index of simple LSTM
is better than MLR and MVR, but worse than that of improved LSTM. This proves that it
is very important to consider the features of weather influence. The MAE of LSTM with
weather influence feature in 10 min, 20 min and 30 min intervals follows 3.07, 5.27, and
8.48, and the RMSE is 9.55, 10.84, and 13.23, respectively. The average MAE of classic LSTM
in 10 min, 20 min, and 30 min is 5.37, 8.61, and 12.36, and the RMSE is 9.76, 14.87, and
18.64. The average MAE of SVR prediction in 10 min, 20 min, and 30 min intervals follows
6.52, 12.75, and 16.30, and the RMSE is 11.54, 17.77, and 20.61, respectively. LSTM with the
added weather influence feature model is obviously more accurate than simple LSTM and
SVR model, which proves that the improved algorithm in this paper has the better effect
when compared to other methods.
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5. Conclusions

The main purpose of this paper is to design, construct, and evaluate a prediction model
of parking space availability, and estimate the parking occupancy rate of the parking lot
(from about 658,900 parking records). Four machine learning and deep learning methods,
i.e., improved LSTM, simple LSTM, MLR, and SVR, were compared and evaluated, and the
short-term prediction model was obtained to achieve more accurate parking occupancy
predictions with large-scale parking data. In addition, data processing and evaluation
methods are presented, based on data from different parking lots. Considering the factors
of real-time parking, the short-term prediction model for intervals of 10 min, 20 min, and
30 min is raised through improved LSTM, which reveals the spatial-temporal features of
the available parking spaces around the business center in the big city. Then, using RSME
and MAE as evaluation indexes, the accuracy of four models of parking occupancy rate for
the intervals of 10 min, 20 min, and 30 min were evaluated. The MAE and RMSE of the
improved LSTM with weather influence feature model at 10 min, 20 min, and 30 min were
lower than that of the simple LSTM model, SVR algorithm, and MLR. Therefore, LSTM
with an added weather influence feature model is obviously the most accurate, and has the
best performance.

Short-term accurate prediction of parking demand is an important part of refined
parking management. Especially in the process of parking guidance, accurate prediction
of parking demand can greatly improve the effectiveness of information release and solve
the dilemma that the information released by parking guidance is inconsistent with the
actual information after the vehicle arrives at the parking lot. In future research, in addi-
tion to weather factors, the parking environment in different areas should also be further
considered. There will be different characteristics around hospitals, schools, and residential
communities. At the same time, other prediction methods in depth learning can be con-
sidered for cross-comparison analysis, and a combination prediction model can be built to
improve the prediction accuracy.
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